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1
ANSWER INTERACTIONS IN A
QUESTION-ANSWERING ENVIRONMENT

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority from U.S. Provisional
Application No. 62/075,635 filed Nov. 5, 2014, entitled
“Parameter Management in a Question-Answering Environ-
ment,” the entirety of which is hereby incorporated herein by
reference.

BACKGROUND

The present disclosure relates to answer management in a
question-answering (QA) environment and, more specifi-
cally, to evaluating an answer sequence based on interactions
between answers of the answer sequence.

Question-answering (QA) systems can be designed to
receive input questions, analyze them, and return applicable
answers. Using various techniques, QA systems can provide
mechanisms for searching corpora (e.g., databases of source
items containing relevant content) and analyzing the corpora
to determine answers to an input question.

SUMMARY

According to embodiments of the present disclosure,
aspects of the disclosure may include a method, a system, and
a computer program product for generating a first answer
relationship in a first answer sequence. In embodiments, the
first answer sequence is identified. As identified, the first
answer sequence includes a first answer and a second answer.
A corpus is analyzed using the first answer and the second
answer. Based on the analysis, a set of influence factors cor-
responding to both the first answer and the second answer are
identified. The first answer relationship between the first
answer and the second answer is generated based on the set of
influence factors.

The above summary is not intended to describe each illus-
trated embodiment or every implementation of the present
disclosure.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

The drawings included in the present application are incor-
porated into, and form part of, the specification. They illus-
trate embodiments of the present disclosure and, along with
the description, serve to explain the principles of the disclo-
sure. The drawings are only illustrative of certain embodi-
ments and do not limit the disclosure.

FIG. 1 depicts a diagram of an example set of answer
sequences, according to embodiments of the present disclo-
sure.

FIG. 2 depicts a block diagram of an example computing
environment for use with a question-answering (QA) system,
according to embodiments of the present disclosure.

FIG. 3 depicts a block diagram of an example QA system
configured to generate answers in response to one or more
input queries, according to embodiments of the present dis-
closure.

FIG. 4 depicts a system architecture configured to manage
answers generated by an example QA system, according to
embodiments of the present disclosure.
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FIG. 5 depicts a diagram of using answer management to
generate one or more answer sequences, according to
embodiments of the present disclosure.

FIG. 6 depicts a flowchart diagram of a method of answer
management in a QA environment, according to embodi-
ments of the present disclosure.

FIG. 7 depicts a flowchart diagram of a method of answer
relationship management in a QA environment, according to
embodiments of the present disclosure.

FIG. 8 depicts a diagram of an example labeled answer
sequence including characteristic relationships, direct influ-
ence relationships, and answer relationships, according to
embodiments of the present disclosure.

FIG. 9 depicts a flowchart diagram of a method of evalu-
ating an answer sequence based on answer relationships,
according to embodiments of the present disclosure.

FIG. 10 is a flowchart illustrating a method for managing
answer sequences, according to embodiments of the present
disclosure.

FIG. 11 is a diagram illustrating an example system archi-
tecture for managing answer sequences, according to
embodiments of the present disclosure.

FIG. 12 depicts an example of answer sequence genera-
tion, according to embodiments of the present disclosure.

FIG. 13 depicts a conceptual diagram of a QA system
configured to classify answers sorted according to answer
category, according to embodiments of the present disclo-
sure.

FIG. 14 depicts a conceptual diagram of a QA system
configured to classify answers with buckets using multiple
sets of thresholds, according to embodiments of the present
disclosure.

FIG. 15 depicts a flow diagram illustrating example opera-
tions for associating answer category confidence scores with
confidence buckets, according to embodiments of the present
disclosure.

FIG. 16 depicts a flow diagram illustrating example opera-
tions for associating answer category confidence scores with
confidence buckets, according to embodiments of the present
disclosure.

FIG. 17 depicts a conceptual diagram illustrating a QA
system configured to distribute answers classified according
to confidence buckets, according to embodiments of the
present disclosure.

FIG. 18 is a flowchart illustrating a method for scoring
answer sequences, according to embodiments.

FIG. 19 is a high level flow-diagram of a method for scor-
ing answer sequences, according to embodiments.

While the invention is amenable to various modifications
and alternative forms, specifics thereof have been shown by
way of example in the drawings and will be described in
detail. It should be understood, however, that the intention is
not to limit the invention to the particular embodiments
described. On the contrary, the intention is to cover all modi-
fications, equivalents, and alternatives falling within the spirit
and scope of the invention.

DETAILED DESCRIPTION

Aspects of the present disclosure relate to answer manage-
ment in a question-answering (QA) environment and, more
specifically, to evaluating an answer sequence based on inter-
actions between answers of the answer sequence. While the
present disclosure is not necessarily limited to such applica-
tions, various aspects of the disclosure may be appreciated
through a discussion of various examples using this context.
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Embodiments of the present disclosure are directed
towards a system configured for answer management in a QA
environment. In a QA system, a group of answers can be
generated in response to input queries (e.g., questions). For
example, the QA system can be configured to receive an input
query, analyze one or more data sources, and based on the
analysis, generate the group of answers.

In embodiments, answers can be data generated by a QA
system in response to an input query. Answers can be data in
various forms including, but not limited to, text, documents,
images, video, and audio. In embodiments, answers can be
data that suggests an operation or action. For example, the QA
system could receive a question asking how to treat a particu-
lar medical condition. In response, the QA system could
generate a group of answers that collectively suggest a series
or group of actions for treating the particular medical condi-
tion. For example, the system could analyze a corpus of
information and determine that specific medication could be
used to treat the particular medical condition. In response, the
system could generate an answer indicating that the specific
medication should be taken. Described further herein, the QA
system can generate answers based on natural language
analysis of a corpus of information.

Insome instances, the QA system can be further configured
to manage organization of the group of answers. In embodi-
ments, the organized group of answers can be outputted to a
user as a single, organized, complete answer (e.g., an answer
sequence as described herein). In some embodiments, the
system can be configured to render a visualization of the
organized answer to present the answers to a user. Organizing
the set of answers can assist a user in comprehension of the
group of answers. In some embodiments, the group of
answers can be organized in various forms such as, but not
limited to, images, charts, tables, dashboards, maps, and the
like.

In some instances, answers from the set of answers can be
scored with a confidence value (e.g., a confidence score). The
system can be configured to organize of the group of answers
by generating an answer list of the group of answers ordered
according to the confidence value of each answer. The answer
list could then be presented, as an output response, to satisfy
the input query.

However, in some instances, the answer list could fail to
satisfy the input query. For example, the QA system could
receive a question asking how to treat a particular medical
condition. In response, the QA system could generate the
group of answers that suggest various actions. The system
could organize of the group of answers to form an answer list
including the various treatments listed according to a confi-
dence score. The answer list could be outputted to a user to
attempt to satisfy the input query. In some embodiments, the
answers can be treatment answers, where treatment answers
are answers that suggest various actions or operations related
to medical treatments.

However, the answer list can present answers such that it
appears that the highest ranked answers in the list make up the
suggested treatment. For example, a user, when seeing the
answer list, could think that a single answer (such as the one
with the highest confidence score) is the suggested treatment.
However, a more desirable response could involve a plurality
of treatments. For example, it could be that a combination of
two answers, regardless of confidence score, presents a better
answer than a single answer. In an additional example, the
user, when seeing the answer list, could think that multiple
answers (such as the top two answers) make up the suggested
treatment, regardless of the category or type of treatment
suggested by the multiple answers. However, in some
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instances, a more desirable response to an input query could
involve applying multiple categories or types of treatments.
Additionally, a more desirable response could involve apply-
ing multiple answers in a particular sequence.

For example, in the field of oncology, a more desirable
response to a question of how to treat a specific cancer could
generally involve two categories of treatment answers. The
categories could include a radiation treatment and a chemo-
therapy treatment. Additionally in some instances, a more
desirable response could include applying the categories in a
particular sequence. For example, an answer could include
first performing a radiation treatment and then a chemo-
therapy treatment. Additionally, in some instances, the cat-
egories could be applied in an overlapping manner. For
example, an answer could include first beginning a radiation
treatment and then, prior to completing the radiation treat-
ments, beginning a chemotherapy treatment.

Therefore, in embodiments, the system could be config-
ured to manage the group of answers to organize answers
according to a plurality of answer categories. In embodi-
ments, answer categories are classifications that can be
applied to the group of answers to assist in organization of the
answers.

For example, the answer categories could be used to clas-
sify the group of answers according to type of action sug-
gested by each answer. For a group of answers generated in
response to a question asking how to troubleshoot a computer,
the answer categories could include hardware troubleshoot-
ing and software troubleshooting. Described further herein,
the answer categories can be determined based on a subject
matter of data (such as input queries and the generated
answers) in the QA environment.

In embodiments, the system can be configured to sort the
group of answers into a plurality of answer categories. For
example, the system could sort a first set of the group of
answers related to hardware troubleshooting into a first
answer category which corresponds to hardware trouble-
shooting. The system could sort a second set of answers
related to software troubleshooting into a second answer cat-
egory, which corresponds to software troubleshooting.

In some embodiments, the answer categories can be
ordered according to a sequence. The sequence of answer
categories can be referred to herein as a category sequence.
For example, for an answer to an input query related to cancer
treatments, a category sequence could include ordered steps
of first applying radiation type treatments and then applying
chemotherapy type treatments. In an additional example, for
an answer to an input query related to computer troubleshoot-
ing, a category sequence could include ordered steps of first
applying hardware troubleshooting and then software
troubleshooting. Described further herein, the category
sequences can be determined based on the subject matter of
data (such as input queries and the generated answers) in the
QA environment.

The system can be configured to establish, based onthe one
or more category sequences, one or more answer sequences.
The one or more answer sequences can be established from
answers from one or more answer categories ordered accord-
ing to the one or more category sequences. For example, a first
set of answers could be sorted into a first answer category and
a second set of answers could be sorted into a second answer
category. A category sequence could include the first answer
category followed by the second answer category. Thus, an
answer sequence could include a first answer from the first set
of'answers followed by a second answer from the second set
of answers.



US 9,400,841 B2

5

In some instances, a QA system could generate an answer
sequence and present the answer sequence to a user without
properly evaluating the interactions between the answers that
form the presented answer sequence. This could lead to
improper levels of confidence in the answer sequence (e.g.,
confidence scores that are too high or too low). For example,
in the field of oncology, a QA system could determine a
confidence score for a specific oncology treatment plan (an-
swer sequence) without considering how the specific treat-
ments (answers) that make up the treatment plan are likely to
interact. This could occur, for example, where a confidence
score for a treatment plan is generated as a composite of the
confidence scores of each specific treatment of the treatment
plan. In such a situation, unless the individual treatments are
evaluated in view of their interactions with each other (e.g.,
where the individual treatments are not scored indepen-
dently), the composite confidence score for the treatment plan
could be inappropriate.

In some instances, a failure to take into account answer
interactions could lead to confidence scores that are too high.
For example, in the field of I'T support, just because a particu-
lar computer troubleshooting plan (answer sequence) calls
for using the debugger (first answer) with the highest confi-
dence score of all of the debuggers identified in the QA
environment followed by using the network analyzer (second
answer) with the highest confidence score of all of the net-
work analyzers identified in the QA environment does not
mean that that particular computer troubleshooting plan is
likely to be the best plan or even that it is likely to be a good
plan. There could be known (or at least discoverable) negative
interactions between the two answers (the particular debug-
ger and the particular network analyzer) that could be con-
sidered before recommending or presenting this particular
plan to a user.

In some embodiments of the present disclosure, likely
interactions between answers of a particular answer sequence
can be considered as part of the ranking and/or scoring answer
sequences. In some embodiments, this can involve generating
an answer relationship in an answer sequence. Specifically,
this can occur by first identifying the answer sequence, which
can include at least a first answer and a second answer. Next,
a corpus can be analyzed using the first answer and the second
answer in order to identify a set of influence factors that
correspond to both answers. Based on this set of influence
factors, the answer relationship between the first answer and
the second answer may be generated.

In some embodiments, an answer sequence may include
three or more answers. In such embodiments, answer rela-
tionships between each answer of the answer sequence and all
of the remaining answers of the answer sequence may be
generated by identifying sets of influence factors between
each possible answer-answer pairing within the answer
sequence. Hach set of influence factors may be used to gen-
erate a separate answer relationship. In some embodiments,
the answer sequence may be evaluated, at least in part, based
on the answer relationships between its constituent answers.

In some embodiments, a relationship score may be
assigned to each answer relationship based on its set of influ-
ence factors. Further, in some embodiments, the one or more
relationship scores applied to the answer relationships of a
particular answer sequence, may impact the confidence score
of'the answer sequence. Furthermore, in some embodiments,
thresholds may be applied to relationship scores in order to
determine if corresponding answer sequences are to be
deemed improper, unusable, or otherwise contraindicated.

In some embodiments, identifying a set of influence factors
corresponding to both a first answer and a second answer of
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an answer sequence may involve identifying a direct influ-
ence relationship between the first answer and the second
answer. Based on the direct influence relationship, at least one
influence factor of the set of influence factors can be identi-
fied.

In some embodiments, identifying a set of influence factors
corresponding to both a first answer and a second answer of
an answer sequence may involve identifying a first character-
istic relationship between the first answer and a characteristic
and a second characteristic relationship between the second
answer and the characteristic. The first characteristic relation-
ship and the second characteristic relationship may be com-
pared in order to identify at least one influence factor ofthe set
of influence factors.

In recent years, the increased availability and access to
large amounts of content via the Internet, social media, and
other networks have resulted in an increase in the need for
organizing and managing that content. As described herein,
question-answering systems are one tool that can be used to
facilitate the ease with which users can find and access
desired content. Aspects of the present disclosure, in certain
embodiments, relate to the recognition that in certain situa-
tions, answers for questions submitted to the question
answering system may be part of a larger procedure or
sequence of multiple answers (e.g., an answer sequence), and
that a single answer may not provide a complete picture of the
desired content that the user is seeking. For instance, in the
field of oncology, a user searching for the most effective
cancer treatment may be overwhelmed by the number of
treatment options available, and be unsure of which types of
treatments work well with one another or in which order they
should be applied. Accordingly, aspects of the present disclo-
sure, in certain embodiments, are directed toward analyzing a
corpus of data pertaining to a subject matter (e.g., oncology)
and determining an answer sequence for answers identified
from the corpus. Further aspects of the present disclosure are
directed toward generating an answer sequence model for
analyzing known answer sequences and generating addi-
tional (e.g., undiscovered) answer sequences. Aspects of the
present disclosure may be associated with benefits including
content relevance, time saving, and efficiency of content
accessibility.

Embodiments of the present disclosure are directed
towards a method for managing category specific confidence
scores in a QA environment. In embodiments, the method can
include sorting, based on a set of answer categories for a
subject matter, a first set of a plurality of answers into a first
answer category and a second set of the plurality of answers
into a second answer category.

In embodiments, each of the first set of the plurality of
answers corresponds to at least one of a set of a plurality of
confidence scores and each of the second set of the plurality of
answers corresponds to at least one of a fourth set of the
plurality of confidence scores. In embodiments, the plurality
of confidence scores represent confidence of answers to an
input query submitted to a QA system. In embodiments, the
method can include classifying confidence scores of the third
set into one of a plurality of confidence buckets using a first
threshold. The method can include determining a fifth set of a
plurality of thresholds using the plurality of confidence
scores. The method can include classitying unclassified con-
fidence scores of the third set into one of the plurality of
confidence buckets using the fifth set of the plurality of
thresholds.

As described herein, a QA system can receive an input
query and answers to that input query can be generated by the
system. In embodiments, the system can be configured to
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generate corresponding answer confidence scores for one or
more of the answers. In some instances, returning the answers
and confidence scores alone could overwhelm a user or lead
to misinterpretations of the quality of a returned answer, such
as in an answer list arrangement, as described herein.

Thus, in some instances, the system can be configured to
sort the answers into various answer categories, as described
herein. For example, based on a set of answer categories for a
subject matter, a first set of a plurality of answers can be sorted
into a first answer category and a second set of the plurality of
answers into a second answer category. In embodiments, each
of'the first set of the plurality of answers can correspond to at
least one of a third set of a plurality of confidence scores.
Similarly, in some embodiments, each of the second set of the
plurality of answers can correspond to at least one of a fourth
set of the plurality of confidence scores.

Additionally, the system can be configured to classify
answers in each of the answer categories into various confi-
dence buckets. The answers in each answer category can be
classified based on a confidence score corresponding to each
answer. In embodiments, confidence buckets are divisions or
classifications for answers based on a value of the answer’s
confidence score.

For example, the system can be configured to classify the
third set of the plurality of confidence scores to one or more
confidence buckets. The system could be configured to clas-
sify the fourth set of the plurality of confidence scores to one
or more confidence buckets.

Inembodiments, confidence buckets can contain a group of
answers and/or confidence scores and can be associated with
one or more threshold values and a descriptive label. For
example, answers that have a confidence score above 95 on a
scale of 0-100 could be classified into a first bucket labeled
“preferred answers”. Answers that have a confidence score
below 95 could be classified into a second bucket labeled
“answers for consideration”. Classifying answers into confi-
dence buckets can be beneficial, as the returned answers can
be easier to display and interpret. Confidence buckets can be
referred to herein as “buckets”.

When using buckets, the QA system can determine which
answers to associate with which buckets by comparing the
answer confidence scores to bucket thresholds. In embodi-
ments, static bucket thresholds can be used to allow answers
to be presented according to accepted standards. For instance,
an answer confidence above 95 on a scale of 0-100 could
attribute high confidence to the corresponding answer. Thus,
in some instances, confidence scores greater than 95 would be
placed into a high confidence bucket.

However, in some instances, using static bucket thresholds
alone could disregard the relative value of a set of answers.
For example, if all confidence scores were greater than a static
threshold of 95 on a scale of 0-100, the confidence scores
could end up classified into a single bucket, such as the
preferred answer bucket. A single bucket of answers could
only partially indicate or could not indicate relative confi-
dence of answers with respect to other answers.

Thus, in some instances, the system can be configured to
use dynamic bucket thresholds based on the answer confi-
dence scores to classify the confidence scores. In embodi-
ments, dynamic bucket thresholds are based on answer con-
fidence scores and the QA system can create bucket
thresholds that can capture the relative confidence of the
answers. In addition, using both static and dynamic bucket
thresholds can allow the system to present answers in a man-
ner that captures relative confidence within a framework of'a
standard of confidence.
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As described herein, in certain situations, answers for
questions submitted to the question answering system may be
part of a larger procedure or sequence of multiple answers
(e.g., an answer sequence), and that a single answer may not
provide a complete picture of the desired content that the user
is seeking Often, the answers of the answer sequence may be
scored or ranked with confidence values or other quantitative
indications of the confidence or reliability of that particular
answer.

Aspects of the present disclosure, in certain embodiments,
relate to the recognition that it may be desirable to provide an
overall composite score (e.g., a sequence evaluation score)
for the answer sequence as a whole based on the individual
scores of the answers it includes. Furthermore, aspects of the
present disclosure relate to the recognition that, depending on
the subject matter that the answer sequence pertains to, dif-
ferent methods of generating the sequence evaluation score
may be desirable (e.g., answer sequences pertaining to seri-
ous subject matters such as oncology, investment plans and
the like may be evaluated differently than answer sequences
related to entertainment, baking, etc.) Accordingly, aspects of
the present disclosure are directed toward determining an
evaluation rule for a particular answer sequence based on the
subject matter it relates to, as well as other conditions, and
generating an overall composite score to indicate the reliabil-
ity of the answer sequence. Aspects of the present disclosure
may be associated with benefits including content relevance,
time saving, and efficiency of content accessibility.

Referring now to FIG. 1 a diagram of an example table 100
showing answer sequences can be seen, according to embodi-
ments of the present disclosure. The table 100 can include a
plurality of treatment answers 110-128 organized according
to various answer categories 102-108. As seen in FIG. 1, the
answer categories 102-108 are related to various types of
medical treatment categories. For example, answer category
102 is related to chemotherapy, answer category 104 is related
to surgery, answer category 106 is related to endocrine
therapy, and answer category 108 is related to radiation.

In embodiments, answer categories 102-108 can be
referred to as treatment categories. In embodiments, treat-
ment categories are classifications, similar to answer catego-
ries, which are applied to treatment answers to assist in orga-
nization of treatment answers. For example, treatment
answers 110 and 118 are related to chemotherapy treatments
and thus are placed in a column underneath the treatment
category related to chemotherapy. Similarly, treatment
answers 112, 120, and 124 are related to surgery treatments
and thus are placed in a column underneath the treatment
category related to surgery.

Answer categories 102-108 can be seen arranged in a row
109 in a category sequence. The category sequence is a
sequence of answer categories, as described herein. For
example, in row 109 the category sequence can include first
answer category 102, then answer category 104, then answer
category 106 and then answer category 108. In embodiments,
a category sequence can be referred to as a treatment tem-
plate. In embodiments, the treatment template can be the
same or substantially similar to the category sequence. In
some embodiments, treatment templates can be a specific
category sequence that has been identified as acceptable or
possible, either by an expert or by the QA system itself.

A set of answer sequences can be seen in rows 130-134.
The set of answer sequences are an ordered sequence of
treatment answers (or answers), ordered based on a category
sequence. Thus, in FIG. 1 a first answer sequence can be seen
in row 130 that includes treatment answer 110 related to
chemotherapy A, then treatment answer 112 related to sur-
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gery A, then treatment answer 114 related to endocrine
therapy A, then treatment answer 116 related to radiation
treatment A. The first answer sequence suggests a treatment
plan of the various treatment answers 110-116 performed in
order according to the category sequence 109. In embodi-
ments an answer sequence can be referred to as a treatment
plan. In embodiments a treatment plan is an answer sequence
generated from treatment answers ordered according to a
treatment template, as described herein.

In some embodiments, answer sequences can include
answers from a portion of answer categories in a category
sequence. For example, in row 132 and 134, second and third
answer sequences can be seen respectively. The second
answer sequence includes treatment answers 118, 120, 122
from answer categories 102, 104, and 108. The second answer
sequence does not include a treatment answer from answer
category 106.

Referring now to FIG. 2 a block diagram of an example
computing environment 200 for use with a QA system can be
seen, according to embodiments of the present disclosure. In
some embodiments, the computing environment 200 can
include one or more remote devices 202, 212 and one or more
host devices 222. Remote devices 202, 212 and host device
222 can be distant from each other and communicate over a
network 250. In embodiments, the host device 222 can be a
central hub from which remote devices 202, 212 establish a
communication connection. In embodiments, the host device
and remote devices can be configured in various suitable
relationships (e.g., in a peer-to-peer or other relationship).

In some embodiments, the network 250 can be imple-
mented by suitable communications media (e.g., wide area
network (WAN), local area network (LAN), Internet, and
Intranet). In some embodiments, remote devices 202,212 and
host devices 222 can be local to each other, and communicate
via appropriate local communication medium (e.g., local area
network (LAN), hardwire, wireless link, Intranet). In some
embodiments, the network 250 can be implemented within a
cloud computing environment, or using one or more cloud
computing services. Consistent with various embodiments, a
cloud computing environment can include a network-based,
distributed data processing system that provides one or more
cloud computing services. Further, a cloud computing envi-
ronment can include multiple computers (e.g., hundreds or
thousands of them or more), disposed within one or more data
centers and configured to share resources over the network
250.

In some embodiments, host device 222 can include a QA
system 230 having a search application 234 and an answer
module 232. The search application 234 can be configured to
search one or more databases or other computer systems for
content that is related to an input query by a user at a remote
device 202, 212.

In some embodiments, remote devices 202, 212 can enable
users to submit input queries (e.g., search requests or other
user queries) to host device 222 to retrieve search results. For
example, the remote devices 202, 212 can include a query
module 210, 220 (e.g., in the form of a web browser or other
suitable software module) and present a graphical user inter-
face or other interface (command line prompts, menu screens,
etc.) to solicit queries from users for submission to one or
more host devices 222 and to display answers/results
obtained from the host devices 222 in relation to such user
queries (e.g., answer sequences).

Consistent with various embodiments, host device 222 and
remote devices 202, 212 can be computer systems, and can
each be equipped with a display or monitor. The computer
systems can include at least one processor 206, 216, 226;
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memories 208, 218, 228; internal or external network inter-
face or communications devices 204, 214, 224 (e.g., modem,
network interface cards); optional input devices (e.g., a key-
board, mouse, touchscreen, or other input device); and com-
mercially available or custom software (e.g., browser soft-
ware, communications software, server software, natural
language processing software, search engine and/or web
crawling software, filter modules for filtering content based
upon predefined criteria). In some embodiments, the com-
puter systems can include servers, desktops, laptops, and
hand-held devices. In addition, the answer module 232 can
include one or more modules or units to perform the various
functions of embodiments as described below, and can be
implemented by a combination of software and/or hardware
modules or units.

Referring now to FIG. 3 a block diagram of a QA system
can be seen, according to embodiments of the present disclo-
sure. Aspects of FIG. 3 are directed toward a system archi-
tecture 300, including a QA system 312 to generate a group of
answers (or groups of answer sequences) in response to an
input query. In some embodiments, one or more users can
send requests for information to QA system 312 using a
remote device (such as remote devices 202, 212 of FIG. 2).
The remote device can include a client application 308 which
can include one or more entities operable to generate infor-
mation that is dispatched to QA system 312 via network 315.
QA system 312 can be configured to perform methods and
techniques for responding to the requests sent by the client
application 308. In some embodiments, the information
received at QA system 312 can correspond to input queries
received from users, where the input queries can be expressed
in natural language, or images, or other forms.

An input query (similarly referred to herein as a question)
can be one or more words that form a search term or request
for data, information, or knowledge. A question can be
expressed in the form of one or more keywords. Questions
can include various selection criteria and search terms. A
question can be composed of complex linguistic features in
addition to keywords. However, a keyword-based search for
answers can also be possible. In some embodiments, using
restricted syntax for questions posed by users can be enabled.
The use of restricted syntax can result in a variety of alterna-
tive expressions that assist users in better stating their needs.
In some embodiments, questions can be implied (rather than
explicit) questions. Furthermore, in some embodiments,
questions can be audio-type (e.g., spoken-word recordings,
music, scientific sound recordings), video-type (e.g., a film, a
silent movie, a video of a person asking a detailed question),
image-type (e.g., a picture, a photograph, a drawing), or other
type that can be received and processed by the QA system.

In some embodiments, client application 308 can operate
on a variety of devices. Such devices can include, but are not
limited to, mobile and hand-held devices (e.g., laptops,
mobile phones, personal or enterprise digital assistants, and
the like), personal computers, servers, or other computer sys-
tems that can access the services and functionality provided
by QA system 312. In some embodiments, client application
308 can include one or more components, such as a mobile
client 310. Mobile client 310, acting as an agent of client
application 308, can dispatch user query requests to QA sys-
tem 312.

Consistent with various embodiments, client application
308 can also include a search application 302, either as part of
mobile client 310 or separately, that can perform several
functions, including some or all of the above functions of
mobile client 310 listed above. For example, in some embodi-
ments, search application 302 can dispatch requests for infor-
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mation to QA system 312. In some embodiments, search
application 302 can be a client application to QA system 312.
Search application 302 can send requests for answers to QA
system 312. Search application 302 can be installed on a
personal computer, a server, or other computer system.

In some embodiments, search application 302 can include
a search graphical user interface (GUI) 304 and session man-
ager 306. In such situations, users can be able to enter ques-
tions in search GUI 304. In some embodiments, search GUI
304 can be a search box or other GUI component, the content
of which can represent a question to be submitted to QA
system 312. Users can authenticate to QA system 312 via
session manager 306. In some embodiments, session man-
ager 306 can keep track of user activity across sessions of
interaction with the QA system 312. Session manager 306 can
also keep track of what questions are submitted within the
lifecycle of a session of a user. For example, session manager
306 can retain a succession of questions posed by a user
during a session. In some embodiments, answers produced by
QA system 312 in response to questions posed throughout the
course of a user session can also be retained. Information for
sessions managed by session manager 306 can be shared
between various computer systems and devices.

In some embodiments, client application 308 and QA sys-
tem 312 can be communicatively coupled through network
315, e.g., the Internet, intranet, or other public or private
computer network. In some embodiments, QA system 312
and client application 308 can communicate by using Hyper-
text Transfer Protocol (HTTP) or Representational State
Transfer (REST) calls. In some embodiments, QA system
312 can reside on a server node. Client application 308 can
establish server-client communication with QA system 312
or vice versa. In some embodiments, the network 315 can be
implemented within a cloud computing environment, or
using one or more cloud computing services.

Consistent with various embodiments, QA system 312 can
respond to a request for information sent by client applica-
tions 308 (e.g., question posed by a user). QA system 312 can
generate a group of answers in response to the request. In
some embodiments, QA system 312 can include a question
analyzer 314, data sources 324, and answer generator 328.
Question analyzer 314 can be a computer module that ana-
lyzes the received questions. Question analyzer 314 can per-
form various methods and techniques for analyzing the ques-
tions (syntactic analysis, semantic analysis, image
recognition analysis, etc.). In some embodiments, question
analyzer 314 can parse received questions. Question analyzer
314 can include various modules to perform analyses of
received questions. For example, computer modules that
question analyzer 314 can encompass include, but are not
limited to, a tokenizer 316, part-of-speech (POS) tagger 318,
semantic relationship identifier 320, and syntactic relation-
ship identifier 322.

In some embodiments, tokenizer 316 can be a computer
module that performs lexical analysis. Tokenizer 316 can
convert a sequence of characters into a sequence of tokens. A
token can be a string of characters typed by a user and cat-
egorized as a meaningful symbol. Further, in some embodi-
ments, tokenizer 316 can identify word boundaries in an input
query and break the question or text into its component parts
such as words, multiword tokens, numbers, and punctuation
marks. In some embodiments, tokenizer 316 can receive a
string of characters, identify the lexemes in the string, and
categorize them into tokens.

Consistent with various embodiments, POS tagger 318 can
be a computer module that marks up a word in a text to
correspond to a particular part of speech. POS tagger 318 can
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read a question or other text in natural language and assign a
part of speech to each word or other token. POS tagger 318
can determine the part of speech to which a word corresponds
based on the definition of the word and the context of the
word. The context of a word can be based on its relationship
with adjacent and related words in a phrase, sentence, ques-
tion, or paragraph. In some embodiments, the context of a
word can be dependent on one or more previously posed
questions. Examples of parts of speech that can be assigned to
words include, but are not limited to, nouns, verbs, adjectives,
adverbs, and the like. Examples of other part of speech cat-
egories that POS tagger 318 can assign include, but are not
limited to, comparative or superlative adverbs, wh-adverbs,
conjunctions, determiners, negative particles, possessive
markers, prepositions, wh-pronouns, and the like. In some
embodiments, POS tagger 318 can tag or otherwise annotate
tokens of a question with part of speech categories. In some
embodiments, POS tagger 318 can tag tokens or words of a
question to be parsed by QA system 312.

In some embodiments, semantic relationship identifier 320
can be a computer module that can identify semantic relation-
ships of recognized entities (e.g., words, phrases) in questions
posed by users. In some embodiments, semantic relationship
identifier 320 can determine functional dependencies
between entities and other semantic relationships.

Consistent with various embodiments, syntactic relation-
ship identifier 322 can be a computer module that can identify
syntactic relationships in a question composed of tokens
posed by users to QA system 312. Syntactic relationship
identifier 322 can determine the grammatical structure of
sentences, for example, which groups of words are associated
as “phrases” and which word is the subject or object of a verb.
Syntactic relationship identifier 322 can conform to formal
grammar.

In some embodiments, question analyzer 314 can be a
computer module that can parse a received user query and
generate a corresponding data structure of the user query. For
example, in response to receiving a question at QA system
312, question analyzer 314 can output the parsed question as
a data structure. In some embodiments, the parsed question
can be represented in the form of a parse tree or other graph
structure. To generate the parsed question, question analyzer
314 can trigger computer modules 316-322. Additionally, in
some embodiments, question analyzer 314 can use external
computer systems for dedicated tasks that are part of the
question parsing process.

In some embodiments, the output of question analyzer 314
can be used by QA system 312 to perform a search of a set of
(i.e., one or more) corpora to retrieve information to answer a
question posed by a user. As used herein, a corpus can refer to
one or more data sources. In some embodiments, data sources
324 can include databases, information corpora, data models,
and document repositories. In some embodiments, the data
source 324 can include an information corpus 326. The infor-
mation corpus 326 can enable data storage and retrieval. In
some embodiments, the information corpus 326 can be a
storage mechanism that houses a standardized, consistent,
clean and integrated form of data. The data can be sourced
from various operational systems. Data stored in the informa-
tion corpus 326 can be structured in a way to specifically
address reporting and analytic requirements. In some
embodiments, the information corpus can be a relational data-
base. In some example embodiments, data sources 324 can
include one or more document repositories.

In some embodiments, answer generator 328 can be a
computer module that generates the group of answers in
response to posed questions. Examples of answers generated
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by answer generator 328 can include, but are not limited to,
natural language sentences, reports, charts, or other analytic
representation, raw data, web pages, and the like. In some
embodiments, answers can be of audio type, image type, or
other suitable medium type.

In some embodiments, answer generator 328 can include
query processor 330, answer management processor 332, and
feedback handler 334. When information in the data source
324 matching a parsed question is located, a technical query
associated with the pattern can be executed by query proces-
sor 330. Based on data retrieved by a technical query executed
by query processor 330, answer management processor 332
can be configured to organize the retrieved answers. In
embodiments, the answer management processor 332 can be
avisualization processor configured to render a visualization
of'the organized answers. In embodiments, the rendered visu-
alization of the answers can represent the answer to the input
query. In some embodiments, answer management processor
332 can organize the answers according to various forms
including, but not limited to, images, charts, tables, dash-
boards, maps, and the like.

Described further herein, the answer management proces-
sor 332 can be configured to implement embodiments of the
present disclosure. For example, the answer management
processor 332 can be configured to sort, based on a set of
answer categories, a first set of answers into a first answer
category and a second set of answers into a second answer
category. The answer categories can be the same or substan-
tially similar as described herein.

The answer management processor 332 can be configured
to determine, using the subject matter, a category sequence
including the first answer category and the second answer
category. The answer management processor 332 can be con-
figured to establish, based on the category sequence, a first
answer sequence established from a portion of the first set of
answers from the first answer category and a portion of the
second set of answers from the second answer category.

In some embodiments, feedback handler 334 can be a
computer module that processes feedback from users on
answers generated by answer generator 328. In some embodi-
ments, users can be engaged in dialog with the QA system 312
to evaluate the relevance of received answers. For example,
the answer generator 328 could produce the group of answers
corresponding to a question submitted by a user. The user
could rank each answer according to its relevance to the
question. In some embodiments, the feedback of users on
generated answers can be used for future question answering
sessions.

The various components of the exemplary QA system
described above can be used to implement various aspects of
the present disclosure. For example, the client application 308
could be used to receive an input query from a user. The
question analyzer 314 could, in some embodiments, be used
to analyze input queries and to generate the group of answers
based on the input query. The answer generator 328 could, in
some embodiments, be used to render visualization of the
group of answers to generate an answer sequence for presen-
tation to the user.

Referring now to FIG. 4, a block diagram of a system
architecture 400 for answer management in a question-an-
swering (QA) environment can be seen, according to embodi-
ments of the present disclosure. In embodiments, the system
architecture 400 can represent an example architecture for
executing embodiments of the present disclosure. For
example, in some instances, the system architecture 400
could be an example representation of the answer manage-
ment processor 332 (FIG. 3).
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In embodiments, the system architecture 400 can include a
subject matter processor 402, an answer categorizer 408, and
an answer sorter 414.

The subject matter processor 402 can be a computer mod-
ule configured to determine a subject matter for data in the
QA environment. As described herein, data in the QA envi-
ronment can include one or more input queries and/or the
group of answers generated in response to the input queries.
In embodiments, the subject matter can be contextual infor-
mation for the data in the QA environment. The subject matter
can be used to organize the group of answers, as described
herein. For example, described further herein, the subject
matter can be used to determine one or more answer catego-
ries for the group of answers. In some examples, the subject
matter can be used to determine one or more category
sequences. For example, if the subject matter is oncology then
the sequences may include chemotherapy treatments and
radiation treatments, but an alternative category of computer
troubleshooting might be left out because it is irrelevant to
oncology.

In embodiments, the subject matter processor 402 can
determine the subject matter by receiving a subject matter
selection from a user. For example, the user could select
computer troubleshooting as the subject matter of data in the
QA environment. A system could then act accordingly in
determining answer categories and/or category sequences,
described further herein.

In some embodiments, the subject matter processor 402
can be configured to determine the subject matter based on
natural language analysis of data in the QA environment.

In embodiments, the subject matter processor 402 can
include a natural language processor 404. The natural lan-
guage processor 404 can be configured to perform various
methods and techniques for natural language analysis of data
in the QA environment. For example, the natural language
processor 404 can be configured to perform syntactic analy-
sis, semantic analysis, image recognition analysis, concept
matching and other suitable methods and techniques.

In embodiments, the subject matter can be determined by
concept matching techniques. Concept matching techniques
can include, but is not limited to, semantic similarity, syntac-
tic analysis, and ontological matching. For example, in
embodiments, the natural language processor could be con-
figured to parse data in the QA environment to determine
semantic features (e.g. repeated words, keywords, etc.) and/
or syntactic features (e.g. location of semantic features in
headings, title, etc.) in the data. Ontological matching could
be used to map semantic and/or syntactic features to a par-
ticular concept. The concept can then be used to determine the
subject matter for the data.

For example, in some embodiments, the natural language
processor 404 can be configured to parse the group of answers
generated in response to the input query. Natural language
processor 404 could identify, in the group of answers,
repeated words corresponding to a particular type of cancer.
Additionally, the natural language processor 404 could iden-
tify the location of the repeated words in headings and titles,
which can indicate the relative importance of the repeated
words. Based on the semantic and syntactic features the natu-
ral language processor 404 could map the group of answers to
a particular concept, such as oncology. In embodiments, the
subject matter processor 402 could be configured to select the
concept as the subject matter.

The answer categorizer 408 can be configured to determine
a set of answer categories for the group of answers. As
described herein, the answer categories are classifications
that can be applied to the group of answers to assist in orga-
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nization of the answers. For example, the group of answers
generated in response to a question about how to troubleshoot
a computer could include answers related to troubleshooting
hardware and troubleshooting software. A first set of answers
corresponding to hardware troubleshooting could be sorted
into a first answer category corresponding to hardware
troubleshooting. A second set of answers corresponding to
software troubleshooting could be sorted into a second
answer category corresponding to software troubleshooting.

Additionally, the answer categorizer 408 can be configured
to determine a category sequence for the answer categories.
The answer categorizer can include an answer category pro-
cessor 410 and a category sequence processor 412.

The answer category processor 410 can be configured to
determine one or more answer categories for the group of
answers. In embodiments, the answer categories can be deter-
mined based on the subject matter of data in the QA environ-
ment. For example, a subject matter related to oncology could
have different answer categories than a subject matter related
to computer troubleshooting. In some embodiments, answer
categories can be shared between subject matter. In embodi-
ments, the answer category processor 410 can use the subject
matter determination from the subject matter processor 402 to
determine the one or more answer categories.

In embodiments, the answer category processor 410 can
determine one or more answer categories by accessing a
repository of predefined answer categories. In embodiments,
the repository of predefined answer categories can be stored
in a database 413. In embodiments, the database 413 can
include one or more answer categories that correspond to
various subject matter. For example, a set of answer catego-
ries including radiation, chemotherapy, endocrine therapy,
and surgery could correspond to the subject matter of oncol-
ogy. Thus, when the subject matter is oncology, the answer
category processor 410 could access the set of answer cat-
egories corresponding to oncology. Additionally, a set of
answer categories including hardware troubleshooting and
software troubleshooting could correspond to the subject
matter of IT support. In embodiments, various suitable
answer categories can also be selected for various subject
matter.

In some embodiments, the answer category processor 410
can determine the answer categories based on natural lan-
guage analysis of data in the QA environment. For example,
in embodiments, the answer category processor 410 could be
configured to analyze the input query, using a natural lan-
guage processing technique. Based on the analysis, the
answer category processor 410 could determine the answer
categories.

In some embodiments, the answer category processor 410
could be configured to analyze the group of answers, using a
natural language processing technique. Based on the analysis,
the answer category processor 410 could determine the
answer categories.

The category sequence processor 412 can be configured to
determine one or more category sequences. In embodiments,
the category sequence processor 412 can be configured to
determine the one or more category sequences based on the
subject matter. In embodiments, the category sequence pro-
cessor 412 can determine one or more category sequences by
accessing a repository of predefined category sequences. In
embodiments, the repository of predefined -category
sequences can be stored in a database 413. In embodiments,
the database 413 can include one or more category sequences
that correspond to various subject matters. For example, a
category sequence of first surgery, then radiation, then che-
motherapy, and then endocrine therapy could correspond to
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the subject matter of oncology. In embodiments, various cat-
egory sequences can be selected for various subject matters.
In some embodiments, a category sequence processor may be
able to weed out/not include category sequences that are not
relevant or are impractical.

The answer sorter 414 can be configured to sort the group
of answers into the various answer categories. The answer
sorter 414 can sort the group of answers by classifying
answers as related to one or more of the answer categories.
For example, the answer sorter 414 could sort a first set of
answers into a first answer category by classifying the first set
of answers as related to the first answer category.

In embodiments, the answer sorter 414 can use natural
language analysis to sort the group of answers. For example,
in embodiments, the answer sorter 414 can parse the group of
answers to identify semantic features which correspond to
one or more of the answer categories. The answer sorter 414
could then sort answers of the group of answers into answer
categories that correspond to the identified semantic features.

In some embodiments, the answer sorter can sort the group
of answers using concept matching techniques, as described
herein.

The answer sorter can include an answer sequencer 416.
The answer sequencer 416 can be configured to generate one
or more answer sequences. In embodiments, the answer
sequencer 416 can generate the one or more answer
sequences based on the group of answers and the one or more
category sequences. For example, the answer sequencer can
assemble an answer sequence including the group of answers
from each answer category included within a given category
sequence, the group of answers ordered based on a category
sequence.

In an additional example, the answer sorter 414 could sort
a first set of answers into a first answer category and a second
set of answers into a second answer category. From the cat-
egory sequence processor 412, a category sequence could
include the first answer category followed by the second
answer category. The answer sequencer 416 could generate
one or more answer sequences from the first and second sets
of answers. For example, an answer sequence could include a
first answer from the first set of answers followed by a second
answer from the second set of answers. In embodiments, the
answer sequencer could generate various possible combina-
tions of answers in the first and second set of answers to
generate the one or more answer sequences. In embodiments,
the one or more answer sequences can then be presented as an
answer to an input query.

Referring now to FIG. 5, a diagram 500 of answer man-
agement can be seen according to embodiments of the present
disclosure. The diagram depicts a system including a subject
matter processor 506, an answer category processor 508, a
category sequencer 512, an answer sorter 514, and an answer
sequencer 516.

Data in the QA environment, such as an input query 502
and the group of answers 504 generated in response to the
input query 502, can be inputted to the subject matter proces-
sor 506. The subject matter processor 506 can be the same or
substantially similar to the subject matter processor 402 (FIG.
4) as described herein. The subject matter processor 506 can
be configured to determine a subject matter for data in the QA
environment, and the subject matter can be used, as described
herein, to determine answer categories and category
sequences for the QA system.

The answer category processor 508 can be configured to
determine answer categories for the QA system. The answer
category processor 508 can be the same or substantially simi-
lar to answer category processor 410 (FIG. 4). The answer
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category processor can determine a set of answer categories
510A-510C by accessing a database of answer categories
corresponding to the subject matter.

Category sequencer 512 can be configured to determine a
category sequence of the answer categories 510A-510C. For
example, category sequencer 512 could determine a category
sequence of the first answer category 510A, then the third
answer category 510C, and then the second answer category
510B. In embodiments, the category sequencer 512 can deter-
mine the category sequence by accessing a database of cat-
egory sequences corresponding to the subject matter.

Answer sorter 514 can be configured to sort the group of
answers 504 into the answer categories 510A-510C. Answer
sorter 514 can be the same or substantially similar as the
answer sorter 414 (FIG. 4). As seen in FIG. 5, answer sorter
514 can be configured to sort the group of answers 504 into
the set of answer categories 510A-510C to form a set of sorted
answers 515. For example, answer A and answer E are sorted
into answer category 510A. Answer B and answer C are
sorted into answer category 510C, and answer D is sorted into
category 510B.

The answer sequencer 516 can be configured to generate
one or more answer sequences 517 from the set of sorted
answers 515. The answer sequencer 517 can be the same or
substantially similar as the answer sequencer 416 (FIG. 4).
The answer sequencer can be configured to generate one or
more answer sequences 517 by selecting an answer from one
or more answer categories in order according to the category
sequence. For example, the one or more answer sequences
517 could include an answer sequence of answer A, then
answer B, and then answer D. As seen in FIG. 5, answer
sequencer 516 can form the one or more answer sequences
517 from various combinations of the sorted answers 515 in
order according to the category sequence. The one or more
answer sequences can be presented to a user to satisfy the
input query 502.

Referring now to FIG. 6, a flowchart diagram of a method
600 of answer management in a question-answering (QA)
environment can be seen according to embodiments of the
present disclosure. In operation 602, an input query can be
received. The input query can be a request for data to a QA
system from a user. The input query can be the same or
substantially similar as described herein. In operation 604, a
group of answers can be generated. The group of answers can
be generated by an answer generator in the QA system by
retrieving answers from data sources, such as databases and/
or information corpora.

In operation 606, a subject matter can be determined. The
subject matter can be the same or substantially similar as
described herein. The subject matter can be contextual infor-
mation related to data in the QA environment. For example, in
embodiments, the subject matter could be the topic of the
input query. In some examples, the subject matter could be the
topic of the group of answers generated in response to the
input query.

In operation 608, a set of answer categories can be deter-
mined. The set of answer categories can be the same or
substantially similar as described herein. The answer catego-
ries can be classifications for the group of answers to assist in
organization of the answers. In embodiments, an answer cat-
egory canbe ahigh level description of an action suggested by
an answer, as described herein.

In operation 610, the group of answers can be sorted into
the set of answer categories. The group of answers can be
sorted by classifying answers as related to one or more of the
answer categories. For example, a first set of answers could be
sorted into a first answer category by classifying the first set of
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answers as related to the first answer category. In embodi-
ments, the answers can be sorted into the answer categories
using natural language analysis as described herein.

In operation 612, a set of category sequences can be deter-
mined. The category sequences can be the same or substan-
tially similar as described herein. Described herein, the cat-
egory sequence can be various sequences of answer
categories. As described herein, the category sequences can
be determined based on the subject matter. In embodiments,
the set of category sequences can be accessed from a database
by a QA system. For example, one or more category
sequences could be predetermined and stored for access when
the QA system is tasked with a subject matter corresponding
to the set of category sequences.

In operation 614, an answer sequence can be established.
The answer sequence can be the same or substantially similar
as described herein. As described herein, the answer sequence
can be formed by selecting the group of answers from one or
more answer categories in order according to the category
sequence.

Referring now to FIG. 7, a flowchart diagram of a method
700 of answer relationship management in a QA environment
can be seen according to embodiments of the present disclo-
sure. In operation 702, an answer sequence can be identified.
The answer sequence can include any number of answers. In
some embodiments, the answer sequence can be generated
using some or all of the operations of method 600 as shown in
FIG. 6. In operation 704, a corpus can be analyzed using the
answers of the answer sequence. In some embodiments, this
can take the form of a keyword search with the answers acting
as keywords. Further, in some embodiments, the analysis can
include parsing the corpus based on the answers.

In operations 706-714, influence factors can be identified
through direct influence relationship evaluations (per opera-
tions 706 and 708) and/or through characteristic relationship
evaluations (per operations 710, 712, and 714). In some
embodiments, influence factors may be identified based on
sentiment factors (which are described elsewhere herein)
associated with two or more answers. Further, in some
embodiments, influence factors may be the same or substan-
tially similar to influence components (which are also
described elsewhere herein). As described herein, an influ-
ence factor can be an interaction or result that is likely to occur
if two answers of an answer-answer pair of an answer
sequence are both used as provided for in that particular
answer sequence. Further, an influence factor can be a
description or an evaluation (in terms of positive or negative,
likely or unlikely, etc.) of an effect that one answer is known
to have an another answer (one direction influence) or that
two answers are known to have on each other (two direction
influence). Further, an influence factor can be a measure of or
information about the compatibility of two answers of an
answer sequence that is inferred based on the interactions
between each of the two answers and one or more common
(e.g., shared) concepts. As an example in the field of baking,
consider a scenario wherein an answer sequence includes a
firstanswer of “add ingredient A” and a second answer of “‘stir
immediately”. In this scenario several different influence fac-
tors are possible. For example, if ingredient A gets badly
clumpy if it is stirred immediately, then influence factors of
“likely to causing clumping of ingredient A” or “second
answer likely to cause negative influence on first answer” are
possible.

In operation 706, direct influence relationships within
answer-answer pairs can be identified based on the analysis of
the corpus. As described herein, a direct influence relation-
ship can be an explicit, immediate relationship between the
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answers of the particular answer-answer pair. Further, a direct
influence relationship can also be a first-degree connection
between the answers of the answer-answer pair as discovered
based on the analysis of the corpus. For example, in the field
of'oncology, in an answer sequence including a firstanswer of
“treat patient with chemotherapy A for four weeks” and a
second answer of “treat patient with endocrine therapy Y”,
there could be a direct influence relationship between the first
and second answers that could be discovered in a corpus (e.g.,
a medical journal) that includes a passage stating that “[a]
patient should not be treated with endocrine therapy Y if the
patient has received or will receive more than one week of
chemotherapy A.” In operation 708, influence factors can be
identified based on the direct influence relationships identi-
fied in operation 706. In this oncology example, a strongly
negative influence factor could be identified as corresponding
to the first answer and the second answer based on the medical
journal passage.

In operation 710, characteristic relationships between
answers and characteristics can be identified based on the
analysis of the corpus. As described herein, a characteristic
can refer to an element, feature, or trait. Further as described
herein, a characteristic relationship can refer to a relationship
between a particular answer of an answer sequence and a
particular characteristic. In some embodiments, a character-
istic relationship can include or be labeled with attributes that
describe, are evidence of, and/or quantify the nature of the
relationship between the answer and the characteristic. For
example, in the field of IT support, an answer of “install new
CPU” could have characteristic relationships with character-
istics of “expensive” and “easy to perform” (e.g., where there
is a first relationship between a step of installing a new CPU
and a characteristic of being expensive and where there is a
second relationship between the step of installing a new CPU
and the characteristic of being easy to perform). In this
example, the characteristic relationship between “install new
CPU” and “expensive” could include the attribute of
“approximately $700” (e.g., where having a cost of approxi-
mately $700 is evidence of why installing a new CPU has a
relationship with the characteristic of expensive) and the
characteristic relationship between “install new CPU” and
“easy to perform” could include a negative correlation (e.g.,
where installing a new CPU is considered not easy to per-
form).

In operation 712, comparisons can be made between char-
acteristic relationships having common (e.g. shared) charac-
teristics and different (e.g., non-shared) answers within an
answer sequence. In operation 714, based on the comparisons
of these characteristic relationships, influence factors can be
identified as corresponding to the answers of these character-
istic relationships. The comparison of characteristic relation-
ships is described in reference to FIG. 8.

In operation 716, influence factors identified in operations
706-714 can be grouped into sets of influence factors based on
the answer-answer pair to which each influence factor
belongs. For example, in an answer sequence including
answers E, F, G, and H, there can be, in some embodiments,
up to six different answer pairs (E-F, E-G, E-H, F-G, F-H, and
G-H) and, therefore, up to six different sets of influence
factors into which a given influence factor could be grouped.
In operation 718, answer relationships are generated for each
possible answer-answer pair based on the set of influence
factors corresponding to both answers of that answer-answer
pair. Each answer relationship can represent a composite of a
particular set of influence factors. In some embodiments,
answer relationships can be measures or indicators as to how
answers are likely to interact or influence each other (or
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influence the answer sequence as a whole) if the answer
sequence is used. Further, in some embodiments, for answer-
answer pairs having no shared influence factors, there can be
deemed to be no answer relationship between those answers
forming the pair or there can be deemed to be a null or neutral
answer relationship. For instance, to continue the EFGH
example above, if there are no influence factors correspond-
ing to the E-F pair then the relationship between answer E and
answer F may be deemed a neutral answer relationship. In
operation 720, the identified answer sequence can be evalu-
ated based on the answer relationships.

To aid understanding, a simplified version of method 700 is
performed in an example scenario. In this example, a question
of “What steps should I take to get a beautiful lawn on my
property in Arizona?” is provided by a homeowner to a QA
system. The QA system identifies several answer sequences
(per operation 702). One of the answer sequences includes a
first answer of “plant grass variety X in the spring” and a
second answer of “add fertilizer Y to the lawn in the summer”™.
In this example, both answers are included in the answer
sequence at least in part because the QA system determines
that they both work well in hot, dry climates. A corpus of lawn
and gardening magazines is analyzed by the QA system using
the two answers (per operation 704). In the analysis, a passage
is discovered that states that “[f]ertilizer Y has been shown to
work poorly on some lawns having grass variety X.” Based on
this passage, a direct influence relationship between the
answers is identified (per operation 706). Based on the direct
influence relationship a negative influence factor correspond-
ing to both answers is identified (per operation 708). Also
based on the analysis of the corpus, characteristic relation-
ships are identified between each answer and a characteristic
of “tolerates hot climates” (per operation 710). Because these
characteristic relationships have this shared characteristic,
they are compared (per operation 712). Based on the com-
parison, a positive characteristic-based influence factor is
identified as corresponding to both answers (per operation
714). The direct influence factor and the characteristic-based
influence factor are grouped together to form the set of influ-
ence factors corresponding to both answers (per operation
716). Based on the set of influence factors (in this instance,
the two influence factors), an answer relationship is generated
between the two answers (per operation 718). In this example,
the negative direct influence factor and the positive charac-
teristic-based influence factor are weighed against each other,
but overall the negative influence factor is weighted more
heavily (e.g., where the negative influence factor is deter-
mined to be more influential) and the resulting answer rela-
tionship is negative. Based on the answer relationship, the
answer sequence is evaluated (per operation 720). In this
instance, because of the negative answer relationship, the
confidence score of the answer sequence is decreased and, as
a result, this particular answer sequence is presented to the
homeowner with a lower ranking (relative to the other answer
sequences) than would have been the case had the answer
relationship not been considered.

Referring now to FIG. 8, a diagram of an example labeled
answer sequence 800 including characteristic relationships,
direct influence relationships, and answer relationships can
be seen, according to embodiments of the present disclosure.
As shown, example answer sequence 800 includes answer A
801, answer B 802, and answer C 803. In some embodiments,
this means that answer sequence 800 could include a multi-
tude of different orderings or combinations of these three
answers (answer A followed by answer B followed by answer
C, answer A and answer C occurring at substantially the same
time followed by answer B, etc.). In some embodiments, the
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exact ordering of the answers may or may not matter for the
purpose of establishing answer relationships (for example, in
some embodiments, answer sequence ABC could be treated
the same as answer sequence BCA).

As shown, there is only one direct influence factor of inter-
est in evaluating answer sequence 800. Specifically, there is a
direct influence factor A/B 811 corresponding to both answer
A 801 and answer B 802. This direct influence factor A/B 811
can be based on a direct influence relationship between
answer A 801 and answer B 802. Also shown are four char-
acteristics (a, b, ¢, and d) 807-810 and six characteristic
relationships (A/a, A/b, B/b, B/c, B/d, and C/d) 814-819. Two
pairs of characteristic relationships (A/b and B/b, B/d and
C/d), 815 and 816, and 818 and 819, have common charac-
teristics (b and d, respectively), 808 and 810, and different
answers. By comparing these pairs of characteristic relation-
ships, two characteristic-based influence factors can be iden-
tified, namely, characteristic b-based influence factor 812
corresponding to both answer A 801 and answer B 802 and
characteristic d-based influence factor 813 corresponding to
both answer B 802 and answer C 803.

Further, as shown, answer relationships can be generated
based on the sets of influence factors. Specifically, a first set of
influence factors (including the characteristic b-based influ-
ence factor 812 and direct influence factor A/B 811) can be
used to generate an answer relationship A/B 804 between
answer A 801 and answer B 802. Similarly, a second set of
influence factors (including characteristic d-based influence
factor 813) can be used to generate an answer relationship
B/C 805 between answer B 802 and answer C 803. In addi-
tion, because there are no influence factors corresponding to
both answer A 801 and answer C 803, answer relationship
A/C 806 can, in some embodiments, be deemed non-existent
or neutral. Once each of the answer relationships 804-806
have been generated, they can be used to evaluate answer
sequence 800.

Referring now to FIG. 9, a flowchart diagram of a method
900 of evaluating an answer sequence based on answer rela-
tionships can be seen, according to embodiments of the
present disclosure. In operation 902, an answer sequence is
identified. In operation 904, answer relationships of the
answer sequence can be identified. In some embodiments,
operation 904 may involve performing some or all of the
operations of method 700 shown in FIG. 7. In operation 906,
a relationship score can be assigned to each answer relation-
ship of the answer sequence. As described herein, a relation-
ship score can indicate a measure of the impact that two
answers are likely to have on each other or how well they are
likely to interact in a given answer sequence. Relationship
scores can be positive or negative (e.g., favorable or not
favorable). In some embodiments, relationship scores can be
based on influence factors. Further, in some embodiments,
answer relationship scoring rules may be used to determine
relationship scores.

In decision block 908, a determination can be made as to
whether there are any relationship scores below a relationship
contraindication threshold. As described herein, a relation-
ship contraindication threshold can refer to a minimal accept-
able level for a relationship score (e.g., the most negative that
a relationship score can be while still being acceptable). If a
given relationship score is below this threshold, then the
answer sequence with which the given relationship score is
associated may be contraindicated. As described herein, an
answer sequence may be considered contraindicated when it
is deemed unusable or improper as a result of a negative
evaluation of an answer relationship for answers of that par-
ticular answer sequence. In some embodiments, employing
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such a threshold can help to ensure that a strongly negative
relationship between two answers of an answer sequence can
prevent the answer from being recommended to a user. In
embodiments, relationship contraindication thresholds can
be more tolerant or less tolerant of negative relationship
scores. A less tolerant threshold can be applied, for example,
in situations where it is more important to be sure that nega-
tive interactions between answers of a particular answer
sequence are limited if that answer sequence is to be pre-
sented to a user (e.g., in a medical treatment setting).

If in operation 908, at least one relationship score is below
the threshold, then, in operation 910, the entire answer
sequence may be identified as contraindicated. In some
embodiments, this contraindication identification may mean
that the answer sequence is not even presented to the user as
a possible answer sequence; or, in other embodiments, the
answer sequence may only be presented along with a warning
label and a description of the reason for the contraindication.
As an example, consider a generic answer sequence of JKTLM.
If an answer relationship between L and M has a relationship
score below a threshold, then the answer sequence JKILM
may be identified as contraindicated even though all of the
remaining answer relationships (between J and L, between K
and M, etc.) are all associated with relationship scores above
the threshold.

Ifin operation 908, all of the relationship scores are above
the relationship contraindication threshold, then, per opera-
tion 912, a confidence score can be assigned to the answer
sequence. The confidence score can be based in part on the
relationship scores associated with the answer sequence. In
some embodiments where an original confidence score has
been assigned to the answer sequence prior to the answer
relationship evaluation, a revised confidence score can be
assigned. The revised confidence score can be based on both
the original confidence score and the relationship scores.

FIG. 10 is a flowchart illustrating a method 1000 for man-
aging answer sequences, consistent with embodiments of the
present disclosure. Aspects of FIG. 10 are directed toward
determining a first answer sequence using ordering data for a
first set of answers. The method 1000 may begin at block
1002 and end at block 1012. Consistent with various embodi-
ments, the method 1000 may include a parsing block 1004, a
detecting block 1006, an identifying block 1008, and a deter-
mining block 1010.

Consistent with various embodiments, at block 1004 the
method 1000 may include parsing, by a natural language
processing technique, a corpus of data for a subject matter.
The subject matter may include content or data related to
particular topic, theme, or concept. The natural language
processing technique may be configured to parse syntactic
and semantic data of the corpus of data. In certain embodi-
ments, the corpus of data for the subject matter may be a
database including one or more types of content related to a
particular topic or subject. The types of content may include,
for instance, research results, practice trial results, journal
articles, historical data, or the like. For example, in certain
embodiments, the database may include medical research
trials, journal articles and other sorts of content relating to a
subject matter of oncology treatment. As an additional
example, the database may include content related to one or
more other subjects, such as gardening, computer technical
support, or beekeeping. Other subject matters are also pos-
sible. In certain embodiments, the subject matter content on
the database may be organized, classified, and tagged. For
instance, the subject matter content on the database may be
organized or structured by linking concepts and subtopics
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together using an ontology framework. In certain embodi-
ments, the corpus of data may correspond to information
corpus 326 of FIG. 3.

As described herein, at block 1004 the method may include
parsing the corpus of data for the subject matter using a
natural language processing technique. The natural language
processing technique may be configured to parse both struc-
tured data (e.g., tables, graphs) and unstructured data (e.g.,
textual content containing words, numbers, dates). In certain
embodiments, the natural language processing technique
may be a software tool, widget, or other program configured
to analyze and identify the semantic and syntactic elements
and relationships present in the corpus of data. More particu-
larly, the natural language processing technique can be con-
figured to parse the grammatical constituents, parts of speech,
context, and other relationships (e.g., modifiers) of the corpus
of data. The natural language processing technique can be
configured to recognize keywords, contextual information,
and metadata tags associated with words, phrases, or sen-
tences in the corpus of data. In certain embodiments, the
natural language processing technique can analyze summary
information, keywords, figure captions, or text descriptions
included in the corpus of data, and identify syntactic and
semantic elements present in this information. The syntactic
and semantic elements can include information such as word
frequency, word meanings, text font, italics, hyperlinks,
proper names, noun phrases, parts-of-speech, or the context
of surrounding words. Other syntactic and semantic elements
are also possible.

In certain embodiments, at block 1006 the method 1000
may include detecting, based on the parsing, a first set of
answers and a second set of answers. The first set of answers
may include a first answer belonging to a first answer cat-
egory and a second set of answers belonging to a second
answer category. In certain embodiments, both the first and
second answer categories may correspond to the subject mat-
ter. Generally, an answer (e.g., first answer, second answer)
may refer to a data object or concept that may be returned in
response to a query (e.g., a question in a question-answering
system). In certain embodiments, the answer may correspond
to a particular noun, entity, operation, or action. For example,
in response to a question asking for the name of the national
bird, the answer may be returned as “bald eagle. In certain
embodiments, the answer may correspond to an answer cat-
egory. The answer category may be a division or class of
concepts or ideas that include the answer. For instance, the
answer of “bald eagle” may correspond to an answer category
of “birds.” Additionally, each answer category may corre-
spond to a subject matter. As described herein, the subject
matter may be content or data related to particular topic,
theme, or concept, and may include the answer category. As
an example, referring to the example above, the answer cat-
egory of “birds” may be related to a subject matter of “ani-
mals,” “wildlife,” or the like.

As described herein, at block 1006 the method 1000 can
include detecting a first set of answers and a second set of
answers based on parsing a corpus of content related to a
subject matter. In certain embodiments, the first and second
set of answers may be detected by the natural language pro-
cessing system. For example, the natural language processing
may determine the words, phrases, or data present in the
corpus that corresponds to the question received by a question
answering system. The answers may be tagged or marked
with an identifier to indicate correspondence to the question.
As an example, in certain embodiments the question answer-
ing system may receive a question related to treatment
options for a particular medical condition. The answers to the
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question may include a variety of medical treatments. The
medical treatments may correspond to specific categories
(e.g., answer categories) that represent a larger group of treat-
ments. More specifically, the method 1000 may include
detecting a first set of answers including a first answer of
“antimetabolites” and a second answer of “cryosurgery.” The
first answer may correspond to a first answer category of
“chemotherapy,” and the second answer may correspond to a
second answer category of “surgery.” Both the first and sec-
ond answer categories may correspond to a subject matter
such as “cancer treatments.” Other types of answers and
answer categories are also possible.

Consistent with various embodiments, at block 1008 the
method 1000 may include identifying, based on the syntactic
and semantic content, a first set of ordering data for the first
set of answers. The first set of ordering data may be structured
orunstructured data or information that suggests (e.g., explic-
itly or implicitly) a particular order or sequence for the first
answer and the second answer. The first set of ordering data
may be identified using the syntactic content of the corpus of
data, the semantic content of the corpus of data, or both. As an
example, in certain embodiments, the ordering data may be a
table that specifies a sequence of steps in which certain pro-
cesses are performed. In certain embodiments, the ordering
data may be extracted from textual content of the corpus of
data. For instance, the corpus of data may state a date or day
of the week that a first step was performed, and another date
or day of the week that a second step was performed. Using
the included date or day of the week, the natural language
processing could determine the order of the first step and the
second step. Additionally, the method 1000 may identify
keywords such as “first,” “after,” “before,” “last,” and other
words that may indicate a temporal order. As described
herein, the natural language processing technique can be con-
figured to identify the ordering data from both unstructured
and structured data environments.

As an example, consider the following paragraph, which
may be a message board post returned in response to a query
related to fixing a computer:

In order to fix my laptop, I had to reinstall the operating
system. Prior to that, however, [ backed up all of my data
to a large external hard drive, and then proceeded to
format the internal hard drive of my laptop. Then I made
a partition on the freshly-formatted hard drive for the
new OS. After restarting the system and changing the
boot priority to boot from the DVD drive, I put in my OS
CD, restarted the system again, and followed the instruc-
tions to reinstall the operating system. Then I replaced
my backed-up data onto my laptop hard drive, and
before I knew it, it was operating like it was brand new.

As described herein, the method 1000 may detect answers
including “Data backup,” “Hard drive format,” “Hard drive
partition,” “System Restart,” “Change Boot Priority,” “OS
CD Insertion,” “System Restart,” “OS Installation Process,”
and “Data Replacement.” At block 1008 the method 1000 can
identify ordering data in the form of temporal keywords such
as “after,” “before,” “then,” “prior,” “proceeded to” as well as
other ordering data that suggests a sequence for the detected
answers. In certain embodiments, the method 1000 can
include marking the identified ordering data with special tags
or identifiers. For example, the method 1000 may include
highlighting the identified ordering data, or attaching a tag to
each instance of ordering data. In certain embodiments, the
method 1000 may be configured to provide an ordering data
report indicating the identified ordering data in a particular
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corpus of data (e.g., it may be desirable for a user to see the
factors that influenced the order for a particular set of
answers).

Consistent with various embodiments, at block 1010 the
method 1000 can include determining, in response to identi-
fying the first set of ordering data, a first answer sequence
corresponding to an order of the first set of answers. The first
answer sequence may be an arrangement, succession, or
series of one or more answers (e.g., the first set of answers and
the second set of answers). The arrangement ofthe answers in
the first answer sequence may be associated with positive
impacts (e.g., performance and efficiency benefits) in com-
parison to other orders or configurations of the answers. As
described herein, in certain embodiments, the first answer
sequence may be determined using the first set of ordering
data identified for the first set of answers. For instance, refer-
ring to the example above, the identified ordering data such as
the temporal keywords “after,” “before,” “then,” “prior,” and
“proceeded to” may be used to determine a first answer
sequence of “Hard drive format-Hard drive partition-System
Restart-Change Boot Priority-OS CD Insertion-System
Restart-OS Installation Process-Data Replacement.”

In certain embodiments, the method 1000 may include
determining a second answer sequence. In certain embodi-
ments, the second answer sequence may be determined based
on a second corpus of data different than the corpus of data
used to identify the first answer sequence. In certain embodi-
ments, the first and second answer sequences may be deter-
mined using the same corpus of data. More particularly, the
method 1000 may include detecting a third set of answers
including a third answer corresponding to a third answer
category, a fourth set of answers including a fourth answer
corresponding to a fourth answer category, and a fifth set of
answers including a fifth answer corresponding to a fifth
answer category. In certain embodiments, the third, fourth,
and fifth answer categories may relate to the subject matter.
Based on syntactic and semantic content, the method 1000
may include identifying a second set of ordering data for the
third, fourth, and fitth sets of answers. In response to identi-
fying the second set of ordering data, the method 1000 may
include determining a second answer sequence correspond-
ing to an order of the third, fourth, and fifth sets of answers.

In certain embodiments, the method 1000 may include
establishing a sentiment factor for an answer sequence. The
sentiment factor may be an integer value between 1 and 100
that represents the relative sentiment (e.g., attitude, position,
opinion, emotions) associated with an answer sequence. As
described herein, the sentiment factor for an answer sequence
may be determined based on an analysis of the contextual
information, linguistic data, and semantic elements associ-
ated with a particular answer sequence. As an example, an
answer sequence that includes words and phrases such as
“ineffective,” “poor performance,” and “problematic” may be
characterized as having a substantially negative sentiment,
while an answer sequence that is associated with words and
phrases such as “exceedingly efficient,” “effective” and
“favorable outcome” may be characterized as having a sub-
stantially positive sentiment. As described herein, in certain
embodiments, the natural language processing technique
may determine a sentiment factor for the first and second
answer sequence. The sentiment factor may be an integer
value that characterizes the attitude or emotions of the corpus
of data with respect to the answer sequence. For instance, as
described herein, the sentiment factor may be an integer value
between 1 and 100, wherein lower integers indicate a gener-
ally lower (e.g., substantially negative, or unfavorable) senti-
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ment, and higher integers indicate a generally higher (e.g.,
substantially positive, or favorable) sentiment.

In certain embodiments, the method 1000 may include
comparing the first answer sequence and the second answer
sequence based on the first sentiment factor and the second
sentiment factor. For example, consider a scenario in which
the first answer sequence has a first sentiment factor of 76, and
the second answer sequence has a second sentiment factor of
53. In response to comparing the first and second sentiment
factors, the method 1000 may include rank-ordering (e.g.,
ranking, organizing, classifying) the first and second answer
sequences based on the comparison of the first and second
sentiment factors. For instance, in certain embodiments, the
method 1000 could include ranking the first answer sequence
(e.g., the answer sequence with the greater sentiment factor)
above the second answer sequence (e.g., the answer sequence
with the lesser sentiment factor). Such an embodiment may
provide benefits associated with identifying the answer
sequence associated with the most positive results. Other
methods of ranking the first and second answer sequences are
also possible.

FIG. 11 is a diagram illustrating an example system archi-
tecture 1100 for managing answer sequences, consistent with
embodiments of the present disclosure. Aspects of FIG. 11
are directed toward an answer sequence discovery system for
determining an answer sequence for one or more answers,
and using the discovered answer sequences to generate undis-
covered answer sequences using an answer sequence module.
As shown in FIG. 11, in certain embodiments, the example
system architecture 1100 can include an answer sequence
discovery system 1102 and an answer sequence generation
system 1126. The answer sequence discovery system 1102
can include a subject matter database 1104, an analysis com-
ponent 1104, a topic identification module 1106, a corpus
selection module 1108, a corpus parsing module 1110, a
sentiment factor establishment module 1112, a detection
component 1113, a set of answers detection module 1114, an
answer category detection module 1116, an identification
component 1117, an ordering data identification module
1118, an answer sequence management component 1119, an
answer sequence determination module 1120, an answer
sequence comparison module 1122, and an answer sequence
ranking module 1124. The answer sequence generation sys-
tem 1126 can include a rule management component 1127, an
answer attribute derivation module 1128, a rule definition
module 1129 including a characteristic identification sub-
module 1130 and a rule establishment sub-module 1132, an
answer sequence model generation module 1134, a rule addi-
tion module 1136, a relationship extraction component 1137
including an order component extraction module 1138 and an
influence component extraction module 1140, an answer
sequence generation component 1141 and an answer combi-
nation module 1142.

Consistent with various embodiments, the analysis com-
ponent 1104 may substantially correspond with the parsing
block 1004 of FIG. 10. In certain embodiments, the topic
identification module 1106 can be configured to determine a
topic of a question. The question may be a query, statement, or
other input received by a question answering system. As
described herein, the topic may be identified using natural
language processing techniques. Based on the identified topic
of the question, the corpus selection module 1108 can be
configured to select a corpus of data for a subject matter. In
certain embodiments, the topic of the question may be related
to the subject matter. As described herein, the corpus parsing
module 1110 may be configured to use a natural language
processing technique configured to parse semantic and syn-



US 9,400,841 B2

27

tactic content of the corpus of data. The sentiment factor
establishment module 1112 may be configured to use the
semantic characteristics of the corpus of data to establish a
quantitative indication of the relative emotions or attitude
associated with a particular answer sequence.

Consistent with various embodiments, the detection com-
ponent 1113 may substantially correspond with detecting
block 1006 of FIG. 10. In certain embodiments, the set of
answers detection module 1114 may be configured to detect a
first set of answers and a second set of answers (e.g., words,
phrases, or data present in the corpus that corresponds to the
question) in response to the parsing of the corpus of data
performed by the corpus parsing module 1110. Further, in
certain embodiments, the answer category detection module
1116 may be configured to detect answer categories (e.g.,
divisions or classes of concepts or ideas that include a respec-
tive set of answers) that correspond to the detected first and
second set of answers.

Consistent with various embodiments, the identification
component 1117 may substantially correspond with identify-
ing block 1008 of FIG. 10. In certain embodiments, the order-
ing data identification module 1118 may be configured use
the parsed semantic and syntactic content of the corpus of
data to identify the ordering data. The ordering data may be
structured or unstructured data or information that suggests
(e.g., explicitly or implicitly) a particular order or sequence
for the first answer and the second answer.

Consistent with various embodiments, the answer
sequence management component 1119 may substantially
correspond with the determining block 1010 of FIG. 10. In
certain embodiments, the answer sequence determination
module 1120 may be configured to use the ordering data
identified by the ordering data identification module 1118 to
determine an answer sequence corresponding to an order of
the first set of answers. The answer sequence may be an
arrangement, succession, or series of one or more answers
(e.g., the first set of answers and the second set of answers). In
certain embodiments, the answer sequence determination
module 1120 may determine multiple answer sequences cor-
responding to multiple sets of answers. Accordingly, in such
an embodiment, the answer sequence comparison module
1122 can compare the determined answer sequences to one
another. In certain embodiments, the determined answer
sequences may be compared using a sentiment factor associ-
ated with each answer sequence (e.g., the sentiment factor
established by the sentiment factor establishment module
1112). Other methods of comparing the answer sequences are
also possible. In certain embodiments, the answer sequence
ranking module 1124 can be configured to rank-order the
compared answer sequences. For example, the answer
sequence ranking module 1124 may rank-order the answer
sequences based on the sentiment factor associated with each
answer sequence (e.g., answer sequences with greater senti-
ment factors are ranked more prominently). Other methods of
rank-ordering the answer sequences are also possible.

As described herein, certain embodiments of the present
disclosure are directed toward generating undiscovered
answer sequences. In certain embodiments, generating the
undiscovered answer sequences may include using an answer
sequence module including a set of rules derived from previ-
ously discovered answer sequences. Accordingly, in certain
embodiments, the system architecture 1100 can include an
answer sequence generation system 1126. The answer
sequence generation system can include components and
modules configured to generate undiscovered answer
sequences.
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Consistent with various embodiments, the answer
sequence generation system 1126 can include a rule manage-
ment component 1127. The rule management component
1127 may include modules and sub-modules directed toward
establishing rules to facilitate the generation of answer
sequences. In certain embodiments, the rule management
component 1127 may include an answer attribute derivation
module 1128. The answer attribute derivation module 1128
may be configured to derive a set of answer attributes for a set
of answers. In certain embodiments, the answer attribute
derivation module 1128 may derive a first set of answer
attributes for a first set of answers, and a second set of answer
attributes for a second set of answers. In certain embodi-
ments, deriving the set of answer attributes may include using
the characteristic identification module 1130 to identify a
group of characteristics for the set of answers that indicate a
correspondence between a first answer and the second
answer. Put differently, the set of answer attributes may
include particular traits or features that are distinctive of a
specific answer, and suggest a link between the answer and
another answer.

For instance, consider an example in which a user wishes to
make additional stock market investments. The set of answers
detection module may detect a first answer of “PMJ Oil” and
asecond answer of “AKB Entertainment.” For the first answer
of “PMJ Oil” the answer attribute derivation module 1128
may derive a first answer attribute such as “Stock in oil
companies is currently under-valued” and a second answer
attribute of “Stock in broadcasting and entertainment compa-
nies is currently overvalued.” As described herein, in certain
embodiments, the set of answer attributes may be derived
from the semantic and syntactic content parsed by the natural
language processing technique (e.g., company financial state-
ments, editorials of industry experts, and the like.)

In certain embodiments, the rule establishment module
132 may be configured to establish rules (e.g. also referred to
herein as answer sequence rules) based on the derived
attributes/identified characteristics for the first answer and the
second answer. Generally, the rules may include principles,
guidelines, facts, or indications that can be used to formalize
the connection, link, or correspondence between the first
answer and the second answer. In certain embodiments, the
rules may define a procedure that describes a suggested
means of interaction or sequential order for the first answer
and the second answer. For instance, once again consider the
example above, in which the first answer is “PMJ Oil,” and the
second answer is “AKB Entertainment.” Based on the derived
first answer attribute (e.g., Stock in oil companies is currently
under-valued) and the second answer attribute (e.g., Stock in
broadcasting and entertainment companies is currently over-
valued) the rule establishment module 1134 may define a rule
(e.g., a first-second rule) such as “Stock in AKB Entertain-
ment should not be purchased before stock in PMJ Oil” (e.g.,
itis a better financial decision to buy undervalued stock while
the price is low, and avoid buying stocks for which the price
is overvalued.) In certain embodiments, the rule establish-
ment module 1132 may be configured to define multiple rules
based on the derived attributes for the first and second answer.
Although the present example was described in terms of a first
answer and a second answer, rules generated for situations
with greater or fewer answers are also possible.

Consistent with various embodiments, the answer
sequence model generation module 1134 may be configured
to generate an answer sequence model for managing answer
sequences. In certain embodiments, the answer sequence
model may be a database or other repository of answer
sequences and answer sequence rules. In certain embodi-
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ments, the answer sequence model may include using
machine learning techniques configured to analyze the
answer sequences and answer sequence rules to infer rela-
tionships, connections, and other links between various
answers, answer categories, and answer sequences. For
example, the answer sequence model may include using
inference algorithms to extract the connections and links
between different answer sequences. In certain embodiments,
the links and connections extracted by the inference algo-
rithms may be used to generate additional answer sequences
(e.g., undiscovered answer sequences.) In certain embodi-
ments, the rule addition module 1136 may be configured to
identify additional rules (e.g., based on a third set of answer
attributes for a third answer and a fourth set of answer
attributes for a fourth answer) and append them to the answer
sequence model. For example, the rule addition module 1136
may be configured to formalize the inferred connections and
links between two particular answers, and append them to the
answer sequence model generation module 1134 in the form
of additional rules.

Consistent with various embodiments, as described herein,
the relationship extraction component 1137 may be config-
ured to extract relationships between two or more answer
sequences to generate additional answer sequences. Gener-
ally, the relationships may be inferred based on attributes or
characteristics that are shared between multiple answers or
multiple answer sequences. In certain embodiments, the rela-
tionships may be formalized as higher-order rules (e.g.,
broader that the first-order answer sequence rules) or prin-
ciples that govern the interactions between answers of differ-
ent answer sequences. In certain embodiments, extracting the
relationship may include determining an order component
and an influence component of a given answer (e.g., a first
answer) with respect to another answer (e.g., a third answer).
In certain embodiments, the first answer and the third answer
may belong to separate answer sequences.

Generally, the order component may include an attribute or
characteristic that suggests or governs (e.g., explicitly or
implicitly) a particular order or sequence for the first answer
with respect to the third answer. For instance, the order com-
ponent may suggest that the first answer occur before the third
answer. In certain embodiments, the order component may
suggest that the first answer occur after the third answer. The
influence component may include an attribute or characteris-
tic that indicates the degree of influence, impact, or effect that
a particular answer has on another answer. The influence
component may, in certain embodiments, be expressed as an
integer value between 0 and 100, wherein higher numbers
indicate substantially high influence, and lesser numbers
indicate substantially little influence. For example, in certain
situations, it may be very important that a certain answer in an
answer sequence be accompanied by another answer (e.g., a
certain treatment must be followed by a particular medicine.)
In certain situations, it may be of relatively little importance
whether a particular answer is accompanied by another
answer (e.g., whether or not sprinkles are included in a
brownie recipe.) Accordingly, as described herein, the answer
sequence generation component 1141 may be configured to
generate an answer sequence using the first answer and the
third answer. In certain embodiments, generating the answer
sequence may include combining the first answer and the
third answer based on the influence component and the order
component.

FIG. 12 depicts an example of answer sequence generation
1200, consistent with various embodiments. Aspects of FIG.
12 are directed toward generating undiscovered answer
sequences using answer sequence rules defined for estab-
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lished answer sequences. More specifically, the example of
answer sequence generation 1200 illustrates an embodiment
of the present invention directed toward oncology treatment
plans. As shown in FIG. 12, the example of answer sequence
generation 1200 may include a set of discovered answer
sequences 1202 with a first answer sequence 1210 and a
second answer sequence 1220. The example of answer
sequence generation 1200 may also include a set of generated
answer sequences 1222 with a third answer sequence 1230
and a fourth answer sequence 1240. Each answer sequence
may include a set of answers (e.g., Chemotherapy C, Radia-
tion B, etc., wherein Chemotherapy C and Radiation B are
specific answers/treatment types within the respective answer
categories of “chemotherapy” and “radiation.”)

As described herein, the present example may take place
within a question-answering system environment. For
example, as described herein, in response to a query of “What
is the best way to treat cancer for a patient with the provided
medical history?” the question-answering system may deter-
mine, using a corpus of data including doctor’s notes, medical
journal articles, and research studies, that the treatment plans
of the first answer sequence 1210 and the second answer
sequence 1220 are two known treatment plans for patients
with the provided medical history. Aspects of the present
disclosure are directed toward using an answer sequence gen-
eration model equipped with inference algorithms to analyze
the first answer sequence and the second answer sequence as
well as associated answer sequence rules, and extract rela-
tionships that facilitate the generation of additional answer
sequences. For instance, based on semantic and syntactic
information associated with the first answer sequence (e.g.
past medical trials, medical history, oncology journals), a first
answer sequence rule such as “Endocrine A may be safely
followed by Radiation B,” for the first answer sequence. Simi-
larly, a second answer sequence rule such as “Radiation B can
be followed by any type of surgery provided that Chemo-
therapy C is applied immediately afterwards.”

Accordingly, as described herein, the answer sequence
model may be configured to analyze the first answer sequence
rule and the second answer sequence rule, and extract a rela-
tionship between the first answer sequence and the second
answer sequence in order to generate additional answer
sequences. For example, the answer sequence model may
combine the first answer sequence rule and the second answer
sequence rule to deduce that, as Radiation B can safely be
applied after Endocrine A, and any type of surgery can be
applied after Radiation B as long as it is followed by Chemo-
therapy C, that the third answer sequence 1230 and the fourth
answer sequence 1240 are also possible. Accordingly, as
described herein, the answer sequence model may generate
the third answer sequence 1230 and the fourth answer
sequence 1240, and add them to a repository or database of
known answer sequences.

Referring now to FIG. 13, a conceptual diagram illustrating
a QA system 1300 that classifies answers sorted according to
answer category can be seen, according to embodiments of
the present disclosure. The system 1300 can include an
answer sorter module 1304 and an answer classifier system
1310.

The answer sorter module 1304 can be the same or sub-
stantially similar as the answer sorter system 414 (FIG. 4).
The answer sorter module 1304 can be configured to sort
answers generated in response to an input query into one or
more answer categories. As described herein, the answers can
include corresponding answer confidence scores 1302 that
represent the QA system’s 1300 confidence in each answer
generated.
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For example, the answer sorter module 1304 can be con-
figured to sort a first set of the answers into a first answer
category and a second set of the answers into a second answer
category. A set of answer category confidence scores 1306
corresponding to the first set of answers can be sorted into the
first answer category. A set of answer category confidence
scores 1308 corresponding to the second set of answers can be
sorted into the second answer category.

The answer classifier system can be configured to manage
confidence data in the QA system 1300. In embodiments the
answer classifier system 1310 can be configured to receive
answer category confidence scores 1306, 1308 as inputs. In
embodiments, the answer classifier system can be configured
to classify confidence scores in the answer category confi-
dence scores into one or more buckets, described further
herein. For example, in FIG. 13, answer classifier 1310 can be
seen receiving answer category confidence scores 1308 as an
input and outputting the confidence scores sorted into one or
more buckets 1312, 1314, 1316. Described further herein, the
answer classifier 1310 can sort answer category confidence
scores using static thresholds and/or dynamic thresholds.
Buckets 1312, 1314, 1316 can include one or more confi-
dence scores labeled with a descriptions. For example, in
FIG. 13 bucket 1312 is labeled as “preferred”, bucket 1314 is
labeled as “for consideration” and bucket 1316 is labeled as
“not recommended”. In embodiments, answer classifier 1310
can be configured to classify answers into buckets based on
the answer’s corresponding confidence score.

Referring now to F1G. 14, a conceptual diagram illustrating
a QA system 1400 that classifies answers with buckets using
multiple sets of thresholds can be seen, according to embodi-
ments of the present disclosure. In embodiments, some or all
of'the QA system 1400 can be an example implementation of
answer classifier 1310 (FIG. 13). FIG. 14 depicts a QA sys-
tem 1400 including an answer sorter module 1410, a thresh-
old calculation module 1401, an answer quality module 1402,
and an answer grouper 1403. As described herein, the answer
sorter module 1410 can be configured to sort answers gener-
ated in response to an input query into one or more answer
categories. As described herein, the answers can include cor-
responding answer confidence scores 1404 that represent the
QA system’s 1400 confidence in each answer generated.

As described herein, answers and the corresponding
answer confidence scores can serve as an input to the answer
sorter module 1410. In embodiments, the answer sorter mod-
ule 1410 can be the same or substantially similar as the
answer sorter system 414 (FIG. 4). The answer sorter module
1410 can be configured to sort answers generated in response
to an input query into one or more answer categories such as
answer category 1412. Answer category 1412 can be the same
or substantially similar as described herein. Answer category
1412 can include a set of answers sorted into the answer
category 1412 by the answer sorter module 1410. The set of
answers can include a corresponding set of answer category
confidence scores 1404 representing the QA system’s confi-
dence in each answer in the answer category 1412.

Answer confidence scores 1404 can serve as an input to the
threshold calculation module 1401 and the answer quality
module 1402. The threshold calculation module 1401 can be
configured to calculate thresholds 1405 based on the answer
confidence scores 1404. In embodiments, the answer quality
module 1402 classifies some of the answer confidence scores
1404 with static thresholds and one or more buckets. The
answer confidence scores not classified with a bucket by the
answer quality module 1402 are unclassified answer confi-
dence scores 1407. For example, FI1G. 14 depicts three buck-
ets, a “preferred” bucket 1406, a “for consideration” bucket
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1409, and a “not recommended” bucket 1408. The unclassi-
fied answer confidence scores 1407 and the calculated thresh-
olds 1405 serve as inputs into the answer grouper 1403.

The answer quality module 1402 and the threshold calcu-
lation module 1401 can be configured to receive the answer
confidence scores 1404. The threshold calculation module
1401 and the answer quality module 1402 can receive the
answer confidence scores 1404 in parallel or sequentially. In
some instances, the answer quality module 1402 and the
threshold calculation module 1401 receive the answer confi-
dence scores 1404 from a component of the QA system 1400,
such as an answer generator 328 (FIG. 3) that generates the
answer confidence scores 1404 and the corresponding
answers.

The answer quality module 1402 can be configured to
classify answer confidence scores 1404 with a “preferred”
bucket 1406 and a “not recommended” bucket 1408 based on
static thresholds. Answer confidence scores not classified into
the “preferred” bucket 1406 or into the “not recommended”
bucket 1408 are unclassified answer confidence scores 1407.
For example, the answer quality module 1402 can apply the
answer quality thresholds of “0.9” and “0.1” for the “pre-
ferred” bucket 1406 and the “not recommended” bucket
1408, respectively. Therefore, in embodiments, answer con-
fidence scores 1404 above a 0.9 can be placed into the “pre-
ferred” bucket 1406, and the answer confidence scores 1404
below 0.1 can be placed into the “not recommended” bucket
1408. In embodiments, the static thresholds are determined
before the answer confidence scores 1404 are received. In
embodiments, the static thresholds can allow a user to set
answer quality thresholds that place certain answer confi-
dence scores into a particular bucket regardless of the value of
the calculated thresholds 1405. For example, the static thresh-
olds can override the calculated thresholds 1405, such that the
static thresholds prevent the calculated thresholds 1405 from
removing some answer confidence scores 1404 from the
“preferred” bucket 1406 and/or the “not recommended”
bucket 1408.

The static thresholds can identify boundaries between
buckets. In some embodiments, the static thresholds can be
determined by another component of the QA system 1400.
For example, a QA system component could monitor how
often users select answers that fall outside of the “preferred”
bucket 1406 and adjust the static thresholds accordingly.

The threshold calculation module 1401 can be configured
to calculate thresholds 1405. The calculated thresholds 1405
can be calculated in various ways. For example, to calculate
the calculated thresholds 1405, the threshold calculation
module 1401 can analyze the answer confidence scores 1404.
In embodiments, the threshold calculation module 1401 can
use a data clustering technique, such as Jenk’s natural breaks
optimization. In some embodiments, the threshold calcula-
tion module 1401 can identify gaps and/or rates of changes
associated with the answer confidence scores, described fur-
ther below. In embodiments, the number of calculated thresh-
olds 1405 is less than the number of buckets used (e.g., one
calculated threshold per boundary between buckets). For
example, in FIG. 14, a first threshold (0.88) is calculated that
distinguishes the “preferred” bucket 1406 from the “for con-
sideration” bucket 1409. A second threshold (0.42) is calcu-
lated that distinguishes between the “for consideration”
bucket 1409 and the “not recommended” bucket 1408. Thus,
because three buckets are used, two thresholds will be calcu-
lated. These threshold values can be used by the answer
grouper 1403 to classity answers into buckets, described fur-
ther herein.
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In embodiments, the answer grouper 1403 applies the cal-
culated thresholds 1405 to the unclassified answer confidence
scores 1407. The answer grouper 1403 can use the calculated
thresholds 1405 to determine in which bucket an answer
confidence score from the unassociated answer confidence
scores 1407 belongs. In embodiments, the answer grouper
1403 compares each of the unassociated answer confidence
scores 1407 to the lowest of the calculated thresholds 1405.
Thus, the answer grouper 1403 can associate the unassociated
answer confidence scores 1407 that are less than the lowest of
the calculated thresholds 1405 (0.42 in this example) with the
“not recommended” bucket 1408. In embodiments, the
answer grouper 1403 then associates the still unassociated
answer confidence scores that are less than the next highest
calculated threshold 1405 (0.88 in this example) with the “for
consideration” bucket 1409. In embodiments, answer confi-
dence scores left over are associated with the “preferred”
bucket 1406. In embodiments, the answer confidence scores
that the answer grouper 1403 associates with the buckets are
in addition to the answer confidence scores previously asso-
ciated with the buckets by the answer quality module 1402.
The answer grouper 1403 can classify answer confidence
scores into buckets without regard to the order of the answer
confidence scores or the order of the buckets. In embodi-
ments, the answer grouper 1403 can use techniques where
answer confidence scores are associated into buckets in an
order from least to greatest, from greatest to least, or in other
various orders.

As described herein, the answer quality thresholds can
override the calculated thresholds 1405. For example, assume
that the lower static thresholds used by the answer quality
module 1402 was “less than 0.5”. The answer quality module
1402 could associate the answer confidence scores 1404 of
0.43,0.42,0.15, 0.08, and 0.07 with the “not recommended”
bucket 108, despite the fact the answer grouper 1403 could
associate values 0.43 and 0.42 with the “for consideration”
bucket 1409 based on the calculated thresholds 1405. In some
instances, the QA system 1400 can have the calculated thresh-
olds override the answer quality thresholds. For example, if
all returned answers have an answer confidence score in the
range 0.9 to 1.0, the QA system 1400 could select to have the
calculated thresholds override the answer quality thresholds
in order to prevent all returned answers from being associated
with the “preferred” bucket 106.

Referring now to FIG. 15 a flow diagram illustrating
example operations for associating answer category confi-
dence scores with buckets can be seen, according to embodi-
ments of the present disclosure. At operation 1501, a number
of buckets can be determined from configuration data. In
embodiments, there are at least two buckets. In some embodi-
ments, the specific number of buckets can vary. For example,
it can be determined based on user experiments that a particu-
lar number of buckets is optimal for a given scenario or set of
scenarios (e.g., for questions from a particular source).

In some instances, too many buckets can reduce the poten-
tial benefits of buckets. For example, if there was a bucket for
each answer, the buckets might not generate an informative
presentation of the answers. Further, system resources, such
as processor speed and memory available might impose a
practical limit on the number of buckets. The number of
buckets might also be variable. For example, the number of
buckets might change in proportion to the number of answers
determined for a particular query. Once the number of buckets
has been determined, control can then flow to operation 1502.

In some embodiments, more thresholds than buckets can
be used to create a set of sub-buckets including one or more
answer category confidence scores. In embodiments, the set
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of sub-buckets can then be distributed into buckets according
to a user distribution preference.

At operation 1502, a set of answer category confidence
scores can be received. As described herein, the set of answer
category confidence scores can be confidence scores corre-
sponding to answers sorted into an answer category. As
described herein, each answer confidence score can be asso-
ciated with an answer. The answer confidence scores can be
specified in various manners. For example, the answer con-
fidence scores can be specified as percentages (or fractions of
100), integers within a particular range, etc. After the answer
confidence scores are received, control can then flow to
operation 1504.

At operation 1504, it can be determined whether there are
more answer confidence scores than buckets. The number of
buckets is the number determined at operation 1501. In
embodiments, the number of answer confidence scores is
equal to the number of answer confidence scores received in
operation 1502. In embodiments, if there are more answer
confidence scores than buckets, control can then flow to
operation 1618 in FIG. 16. If there are not more answer
confidence scores than buckets, control can then flow to
operation 1506.

In embodiments, at operation 1506, a loop in which each
answer confidence score is iterated over begins. The answer
confidence score currently being iterated over can be referred
to hereinafter as the “selected answer confidence score”. In
embodiments, during the first pass through operation 1506,
the selected answer confidence score is initialized to a first
answer confidence score. On each subsequent pass through
operation 1506, the selected answer confidence score can be
updated to be the next answer confidence score. In embodi-
ments, the loop continues until all answer confidence scores
have been iterated over. In embodiments, after the selected
answer confidence score has been initialized or updated, con-
trol can then flow to operation 1508.

In embodiments, at operation 1508, a nested loop in which
a set of static thresholds is iterated over begins. In embodi-
ments, the static thresholds are iterated over from least to
greatest. The current static threshold currently being iterated
over can be referred to hereinafter as the “selected static
threshold”. The static thresholds can be used to distinguish
one bucket from another bucket. As described herein, static
thresholds can be entered by a user, can be calculated based
on the number of buckets, etc. In some embodiments, a dif-
ferent number of buckets than the number determined at
operation 1501 can be used. In embodiments, during an initial
pass through operation 1508 after operation 1506, the
selected static threshold can be initialized to the lowest static
threshold. On each subsequent pass through operation 1508,
the selected static threshold can be updated to be the next
greatest static threshold. In embodiments, the loop continues
until the selected answer confidence score is less than the
selected static threshold. In embodiments, the loop will reini-
tialize on each iteration of the loop beginning at operation
1506. After the selected static threshold has been initialized or
updated, control can then flow to operation 1510.

In embodiments, at operation 1510, it is determined
whether the selected answer confidence score is less than the
selected static threshold. For example, the selected answer
confidence score is compared to the selected static threshold.
If the answer confidence score is not less than the selected
static threshold, control can then return to operation 1508. In
embodiments, if the answer confidence score is less than the
selected static threshold, the nested loop is terminated and
control then flows to operation 1512.
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In embodiments, at operation 1512, the selected answer
confidence score is associated with a bucket corresponding to
the selected static threshold. For example, if the nested loop at
operation 1508 went through two iterations, then the selected
answer confidence score becomes associated with a bucket
corresponding to the second greatest static threshold. An
answer confidence score can be associated with a bucket by
inserting the answer confidence score or a pointer to the
answer confidence score into a data structure representing a
bucket, inserting in a data structure representing the answer
confidence score, an identifier for the associated bucket, etc.
Once the selected answer confidence score has been associ-
ated with the bucket, control can then flow to operation 1516.

In embodiments, at operation 1516, it is determined
whether there is an additional answer confidence score. If
there is an additional answer confidence score that has not
been associated with a bucket, control can then return to
operation 1506. In embodiments, if all answer confidence
scores have been associated with a bucket, then the loop
beginning at 1506 terminates and the process ends.

Referring now to FIG. 16, a flow diagram illustrating
example operations for associating answers with buckets can
be seen, according to embodiments of the present disclosure.
In embodiments, control flows to operation 1618 if it was
determined, at operation 1504 of FI1G. 15, that there are more
answer confidence scores than buckets.

In embodiments, at operation 1618, a clustering algorithm
can be used to determine dynamic thresholds. The dynamic
thresholds can be determined based on the received answer
confidence scores and can be different for different sets of
answer confidence scores. The dynamic thresholds can be
determined in a number of ways. For example, the dynamic
thresholds can be determined by using a data clustering tech-
nique, such as Jenk’s natural breaks optimization. In some
examples, the dynamic thresholds can be determined by using
techniques that include identifying gaps and/or rates of
changes associated with the answer confidence scores.

For example, the size of gaps between answer confidence
intervals can be analyzed for gaps over a certain threshold.
The size of the gaps can be compared to the standard deviation
of all of the gaps, for example. Additionally, the mean vari-
ance between answer confidence scores can be calculated,
and the gaps can be compared to the mean variance. The
answer confidence scores with gaps greater than or equal to
the mean variance or the standard deviation can be used as
bucket thresholds. In some embodiments, the dynamic
thresholds can be determined by determining a plurality of
gaps, each gap of the plurality of gaps located between con-
secutive confidence scores of the confidence scores. Dynamic
thresholds can be determined by determining a standard
deviation associated with the plurality of gaps and determin-
ing that a portion of the plurality of gaps is greater than or
equal to the standard deviation. In embodiments, the portion
of the plurality of gaps as thresholds.

In some embodiments, dynamic thresholds can be deter-
mined by determining a plurality of rate changes. Each rate
change of the plurality of rate changes can be a rate change
between consecutive confidence scores of the confidence
scores. Dynamic thresholds can be determined by determin-
ing a portion of the plurality of rate changes to be a largest of
the plurality of rate changes. In embodiments, the portion can
be used as the dynamic threshold.

In embodiments, the dynamic thresholds are associated
with buckets based on the number of buckets and dynamic
thresholds. In some embodiments, the dynamic thresholds
can be used to define additional buckets.
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In embodiments, at operation 1620, a loop in which each
answer confidence score is iterated over begins. In embodi-
ments, at operation 1622, a nested loop in which each static
criterion is iterated over begins. Answer quality criteria can
allow answer confidence scores to be associated with a spe-
cific bucket regardless of the other answer confidence scores.
Answer quality criteria can be generated by a module of the
QA system. In some embodiments, it can be determined from
configuration data.

For example, configuration data could indicate that answer
confidence scores below 0.3 should be placed in a “not pre-
ferred” bucket. Therefore, in embodiments, answer confi-
dence scores less than 0.3 will be placed in the “not preferred”
bucket even if the answer confidence score would be associ-
ated with a different bucket based on the thresholds deter-
mined in operation 1618.

In embodiments, the answer quality criteria can consist of
numerical parameters such as ranges or greater than or less
than values. In some embodiments, the answer quality criteria
can be non-numerical parameters. For example, an answer, in
addition to being associated with an answer confidence score,
can be associated with other data parameters, such as whether
the answer is a known good answer, number of times the
answer has been viewed, or amount of evidence supporting
the answer. An example of another static criterion is “answers
that have been viewed more than 100 times.” Meeting such a
criterion might result, for example, in an answer confidence
score being placed in a “preferred” bucket. Additionally, for
example, if an answer is a known good answer, it can auto-
matically be placed in a “preferred” bucket, or, vice versa, a
known bad answer in a “not preferred” bucket. Also, a static
criterion might be that if an answer is only supported by a
small amount of evidence, then it might be associated with a
“for consideration” bucket. In embodiments, evidence that
supports an answer can be text from a document located in a
corpus accessible by the QA system.

In embodiments, at operation 1624, it is determined
whether the answer confidence score meets the static crite-
rion. If the answer confidence score does not meet the static
criterion, control then flows to operation 1625. In embodi-
ments, if the answer confidence score does meet the static
criterion, control then flows to operation 1626.

Atoperation 1625, it can be determined whether there is an
additional static criterion. If there is an additional static cri-
terion, control can return to operation 1622. If each static
criterion has been compared to the selected answer confi-
dence score, then the nested loop beginning at operation 1622
terminates and control can then flow to operation 1628.

In embodiments, control can flow to operation 1626 if it
was determined, at operation 1624, that the answer confi-
dence score does meet the static criterion. At operation 1626,
the answer confidence score can be associated with a bucket
corresponding to the static criterion. An answer confidence
score can be associated with a bucket by inserting the answer
confidence score or a pointer to the answer confidence score
into a data structure representing a bucket. In some examples,
associating an answer confidence score with a bucket can
include inserting an identifier for the associated bucket in a
data structure that indicates the answer confidence score.
Once the answer confidence score has been associated with
the bucket, control can then flow to operation 1628.

In embodiments, control flows to operation 1628 if it was
determined, at operation 1625, that there were no additional
answer quality criteria. In embodiments, control also flowed
to operation 1628 from operation 1626. At operation 1628, it
can be determined whether there is an additional answer
confidence score. In embodiments, if there is an additional



US 9,400,841 B2

37

answer confidence score, then control returns to operation
1620. If the answer confidence scores have been evaluated
against the answer quality criteria, then the loop beginning at
1620 terminates and control can then flow to operation 1630.

In embodiments, at operation 1630, a loop in which each
unassociated answer confidence score is iterated over begins.
In embodiments, the unassociated answer confidence scores
are those that were not associated with a bucket at operation
1626.

In embodiments, at operation 1632, a nested loop in which
each calculated threshold is iterated over begins. The calcu-
lated thresholds can be iterated over from least to greatest.

In embodiments, at operation 1634, it is determined
whether the unassociated answer confidence score is less than
the dynamic threshold. If the unassociated answer confidence
score is not less than the dynamic threshold, control can
return to operation 1632. If the unassociated answer confi-
dence score is less than the dynamic threshold, the nested
loop can be terminated and control then flows to operation
1636.

In embodiments, at operation 1636, the unassociated
answer confidence score is associated with a bucket corre-
sponding to the dynamic threshold. For example, if the nested
loop at operation 1632 went through two iterations, then the
unclassified answer confidence score is associated with a
bucket corresponding to the second greatest dynamic thresh-
old. In embodiments, an unassociated answer confidence
score can be associated with a bucket by inserting the answer
confidence score or a pointer to the answer confidence score
into a data structure representing a bucket, inserting in a data
structure representing the answer confidence score, an iden-
tifier for the associated bucket, etc. In embodiments, once the
unassociated answer confidence score has been associated
with the bucket, control then flows to operation 1638.

In embodiments, at operation 1638, it is determined
whether there is an additional unassociated answer confi-
dence score. If there is an additional unassociated answer
confidence score that has not been compared to the dynamic
thresholds, control can then return to operation 1630. In
embodiments, if all unassociated answer confidence scores
have been associated with a bucket, then the loop beginning at
1630 terminates and the process ends.

Referring now to F1G. 17, a conceptual diagram illustrating
a QA system 1700 that distributes answers classified accord-
ing to buckets can be seen, according to embodiments of the
present disclosure. The system 1700 can include an answer
classifier 1704 and a bucket distributor 1712.

Answer classifier 1704 can be configured to receive answer
category confidence scores 1702 as an input and output the
confidence scores classified into buckets 1706, 1708, 1710.
The buckets 1706, 1708, and 1710 can be the same or sub-
stantially similar as described herein. As described herein,
bucket 1706 could be labeled as a “preferred” bucket, bucket
1708 could be a “for consideration bucket”, and bucket 1710
could be a “not recommended” bucket. The answer classifier
1704 can be configured to classify confidence scores into one
or more of the buckets using static thresholds and/or dynamic
thresholds, as described herein. In embodiments, the answer
classifier 1704 can be the same or substantially similar as
described herein.

The bucket distributor 1712 can be configured to analyze
the buckets 1706, 1708, 1710 and distribute confidence scores
among the buckets based on a preferred distribution of con-
fidence scores. As described herein, if too many confidence
scores are placed within one or more of the buckets it can
reduce the benefits of using buckets to organize the confi-
dence scores. Thus, the bucket distributor 1712 can be con-
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figured to redistribute confidence scores among buckets
based on the preferred distribution of confidence scores.

In embodiments, the bucket distributor 1712 can be con-
figured to receive the buckets 1706, 1708, 1710 as inputs. The
bucket distributor 1712 can be configured to analyze each of
the buckets 1706, 1708, 1710 to determine a number of con-
fidence scores sorted into each bucket. The bucket distributor
1712 can be configured to determine whether a number of
confidence scores sorted into in one or more of the analyzed
buckets achieve a distribution threshold. The distribution
threshold can be a value representing the percentage of con-
fidence scores in one bucket relative to a total number of the
answer category confidence scores 1702. In embodiments,
the number of confidence scores achieve the threshold if the
number of confidence scores exceeds the distribution thresh-
old. For example, in embodiments, the distribution threshold
could be selected as 70%, so that if one of the buckets contains
more than 70% of the total number of answer category con-
fidence scores 1702, then the bucket achieves the distribution
threshold.

For example bucket distributor 1712 could receive buckets
1706, 1708, and 1710 as an input and determine that bucket
1710 contains eleven confidence scores out of a total of fifteen
confidence scores. Thus, bucket distributor 1712 could deter-
mine that bucket 1710 contains 73% of the confidence scores
and that bucket 1712 achieves a distribution threshold of
70%.

The bucket distributor 1712 can then be configured to
redistribute confidence scores in the “large” bucket (the
bucket that achieves the distribution threshold) in response to
determining that the number of confidence scores achieves
the distribution threshold. In embodiments, the bucket dis-
tributor 1712 can be configured to perform cluster analysis of
the bucket to determine natural breaks within the bucket. In
embodiments, the bucket distributor 1712 can perform cluster
analysis in the same or substantially similar manner as
described herein with reference to the answer classifier 1310
(FIG. 13). For example, in embodiments, bucket 1710 is
broken into three sub-buckets 1714, 1716, and 1718 by the
bucket distributor 1712.

In embodiments, the bucket distributor 1712 can then be
configured to classify the sub-buckets into one or more of the
buckets 1706, 1708, and 1710. In embodiments, the bucket
distributor 1712 can be configured to promote, demote, or
maintain confidence scores in the sub-buckets. In embodi-
ments, the bucket distributor can classify the sub-buckets
based on the bucket from which the sub-buckets were formed.
In embodiments, the bucket distributor 1712 can move sub-
buckets into buckets adjacent from the original bucket. For
example, as sub-buckets 1714, 1716, and 1718 were formed
from the “not recommended” bucket 1710. Thus, sub-buckets
can be promoted to the “for consideration” bucket 1708 or
maintained in the “not recommended” bucket 1710. In
embodiments, the bucket distributor 1712 cannot remove all
confidence scores from the large bucket. For example, in FIG.
17, some confidence scores must be retained in the “not
recommended” bucket 1710. Thus, the bucket distributor
1712 can be configured to maintain the third sub-bucket 1718
in the “not recommended” bucket 1710.

In embodiments, the bucket distributor 1712 can be con-
figured to classify the sub-buckets into one or more of the
buckets based on a distribution preference. In embodiments,
the distribution preference can be a user inputted preference
as to which bucket is preferred for confidence scores. For
example, if could be preferred that more confidence scores
should tend to be included in the “for consideration” bucket
1708 as answers in the “for consideration” bucket 1708 could
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be more likely to be considered by a user than answers in the
“not recommended” bucket 1710.

The bucket distributor 1712 can classify sub-buckets into
buckets based on a number of confidence scores that would be
in each bucket after classifying and the distribution prefer-
ence. For example, the bucket distributor 1712 could deter-
mine that classifying the second sub-bucket 1716 with the
third sub-bucket 1718 would result in the “not recommended”
bucket 1710 being larger than the “for consideration” bucket
1708. Further, the bucket distributor 1712 could determine
that classifying the first and second sub-buckets 1714, 1716
into the “for consideration” bucket 1708 would result in the
“for consideration” bucket 1708 being larger than the “not
recommended bucket”. Thus, because the bucket distributor
1712 has a distribution preference for the “for consideration”
bucket 1708, the bucket distributor 1712 would choose to
classify the first and second sub-buckets 1714, 1716 into the
“for consideration” bucket 1708.

FIG. 18 is a flowchart illustrating a method 1800 for scor-
ing answer sequences, consistent with embodiments of the
present disclosure. Aspects of FIG. 18 are directed toward
determining a set of evaluation rules for a first answer
sequence, and using the set of evaluation rules to generate a
sequence evaluation score for the first answer sequence. The
method 1800 may begin at block 1802 and end at block 1812.
Consistent with various embodiments, the method 1800 may
include a receiving block 1804, an identifying block 1806, a
determining block 1808, and a generating block 1810.

Consistent with various embodiments, at block 1804 the
method 1800 may include receiving a set of answer sequences
including a first answer sequence. As described herein, an
answer sequence may be an arrangement, succession, or
series of one or more answers (e.g., the first set of answers).
The arrangement of the answers in the first answer sequence
may be associated with positive impacts (e.g., performance
and efficiency benefits) in comparison to other orders or con-
figurations of the answers. In certain embodiments, the set of
answer sequences may be received from a user via a visual
user interface configured to receive user inputs. For example
a user may manually enter a desired answer sequence via the
visual user interface, or select one of a set of possible answer
sequences. In certain embodiments, the set of answer
sequences may be received via one of the methods or systems
described herein. For example, in certain embodiments, the
method 1800 may receive the set of answer sequences from
the answer sequence discovery system 1102 or the answer
sequence generation system 1126 of FIG. 11. In certain
embodiments, the method 1800 may receive the set of answer
sequences in response to determining one or more answer
sequences at block 1010 of FIG. 10.

Consistent with various embodiments, at block 1806 the
method 1800 can include identifying a set of scores coupled
with the first set of answers. Generally, the set of scores can
include data such as numbers, letters, or symbols that repre-
sent a quantitative indication of the quality, confidence, per-
formance, success, or relevance of a particular answer of the
set of answers. For example, in certain embodiments, the set
of scores can include confidence scores that represent the
reliability of an answer or a set of answers in a question
answering system. As described herein, in certain embodi-
ments, the set of scores may be coupled to the first set of
answers. More particularly, each answer of the first set of
answers may have an associated predetermined confidence
score. In certain embodiments, each answer may have mul-
tiple associated scores (e.g., with conditions specifying the
circumstances in which a certain score is to be used). Identi-
fying the set of scores may include using a natural language
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processing technique configured to parse structured and
unstructured data associated with the first set of answers, and
extracting the set of scores.

Consider the following example. In certain embodiments,
the method 1800 may, at block 1804, receive a first answer
sequence. As described herein, the first answer sequence may
be associated with a subject matter, such as gardening. Fur-
ther, in certain embodiments, the first answer sequence may
include one or more answer categories. The answer categories
may be divisions or classes of concepts or ideas that include
one or more answers of the first set of answers. The answer
categories may relate to the subject matter of the answer
sequence. As an example, in certain embodiments, the first
answer sequence may relate to a sequence of steps for grow-
ing a bonsai tree. More particularly, the first answer sequence
may include answer categories such as “Potting,” “Choosing
a Location,” “Watering,” and “Feeding.” Within each answer
category may be a number of different answers, such as
techniques and recommended procedures for each step of'the
answer sequence. For instance, “Potting” may include
answers such as “Pot in the spring,” “Pot when the buds
extend,” and “Pot when the temperature is greater than 76
degrees Fahrenheit,” and “Watering” may include answers
such as “Water when the top centimeter of soil is dry” and
“Water when the roots uncurl.” As described herein, each of
the answers may have an associated score (e.g. confidence
value) that represents the reliability of the answer. In certain
embodiments the score may be an integer between 1 and 100,
where lower numbers are associated with relatively little reli-
ability, and higher numbers are associated with relatively
greater reliability. For instance, the answer of “Pot in the
spring,” may be associated with a score of 84, “Pot when the
buds extend,” may be associated with a score of 64, and “Pot
when the temperature is greater than 76 degrees Fahrenheit”
may be associated with a score of 47. Similarly, “Water when
the top centimeter of soil is dry” may be associated with a
score of 89, and “Water when the roots uncurl” may be asso-
ciated with a confidence score of 39.

Consistent with various embodiments, at block 1808 the
method 1800 may include determining, based on a subject
matter corresponding to the first answer sequence, a set of
evaluation rules. As described herein, in certain embodi-
ments, the first answer sequence may correspond to a subject
matter. The subject matter may include content or data related
to a particular topic, theme, or concept. As examples, the
subject matter may relate to 19” century literature, semicon-
ductors, haiku, or woodworking. The set of evaluation rules
may be a group of established principles, guidelines, or regu-
lations that can be used to assess the set of answers of a
particular answer sequence, and determine an overall answer
sequence evaluation score for the first answer sequence.

In certain embodiments, determining the set of evaluation
rules to generate the sequence evaluation score may be based
on the subject matter of the first answer sequence. More
particularly, at block 1808 the method 1800 may include
selecting one or more sets of evaluation rules based on char-
acteristics of the subject matter that suggest that a certain set
of evaluation rules is suitable. For instance, aspects of the
present disclosure relate to the recognition that, in certain
situations, there may be benefits associated with evaluating
an answer sequence for a first subject matter with particular
caution (e.g., medical treatments, oncology, investment
plans), while answer sequences for other subject matters
(baking brownies, sewing scarves) may not need to be evalu-
ated with the same degree of caution. Further, in certain
situations, a particular set of evaluation rules may be desirable
in scenarios when certain pertinent information regarding the
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subject matter is available. Accordingly, aspects of the
present disclosure are directed toward determining the set of
evaluation rules based on characteristics of the subject matter.

Accordingly, in certain embodiments, determining the set
of'evaluation rules may include computing a caution value for
the first answer sequence. In certain embodiments, the cau-
tion value may be based on the subject matter. Generally, the
caution value may be a quantitative indication of the serious-
ness, potential for risk, or severity associated with a particular
subject matter. In certain embodiments, the caution value may
be an integer between 1 and 100, wherein lower numbers
indicate a lower degree of caution and higher numbers indi-
cate a greater degree of caution. As described herein, in cer-
tain embodiments the caution value may be computed using a
natural language processing technique configured to parse
semantic and syntactic content associated with the first
answer sequence. For instance, in certain embodiments, the
natural language processing technique may be configured to
parse a corpus of subject matter data relating to the first
answer sequence. In certain embodiments, computing the
caution value may include using the natural language pro-
cessing technique to identify words that indicate that a par-
ticular degree of caution be used when considering a given
answer sequence (e.g., “risk,” “danger,” “accident,” “careful,”
“heed,” “surgery,” “injury,” “serious,” “threat,” “hazard,”
“cancer.”) Further, in certain embodiments, the method 1800
may include comparing semantic content for the first answer
sequence with an ontology framework of structured relation-
ships in order to identify particular subject matters that have
been flagged as “serious™ (e.g., oncology, surgery, invest-
ments, severe weather). Other methods of computing the
caution value are also possible.

In certain embodiments, in response to computing the cau-
tion value for the first answer sequence, the method 1800 may
include comparing the caution value to a first caution thresh-
old. The first caution threshold may be a predetermined cau-
tion value that, when exceeded, prompts the selection of a first
evaluation rule. As an example, in certain embodiments, the
first caution threshold may be 64. Accordingly, a first answer
sequence with a computed caution value of 67 achieves the
first caution threshold of 64, and may prompt selection of the
first evaluation rule.

In certain embodiments, the first evaluation rule may
include identifying a first score of the set of scores coupled
with the first set of answers. In certain embodiments, the first
score may not achieve (e.g., be below) a first score threshold.
As an example, in certain embodiments, the scores associated
with the first set of answers may be distributed into score
quintiles, with each quintile representing 20% of the score
range associated with the first set of answers. For instance, for
a first answer sequence having four answers with scores of 0,
34,51, and 100, score quintiles may be created to cover score
ranges from 1-20, 21-40, 41-60, 61-80, and 81-100. In certain
embodiments, the first score threshold may be a value corre-
sponding to 20% of the lowest quintile. In certain embodi-
ments, the first score threshold may be 1% of the lowest
quintile. Other methods of setting the first score threshold are
also possible. In certain embodiments, the first score thresh-
old may be 5% greater than the lowest score included in the
first set of answers. Accordingly, as described herein, at block
1810 the method 1800 can include assigning the first score to
the first answer sequence as the sequence evaluation score.
Aspects of the present disclosure, in certain embodiments, are
directed toward selecting the lowest score of the set of scores,
and assigning it to the first answer sequence as the sequence
evaluation score. Such a configuration may be associated
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with benefits such as providing (e.g., to a user) a conservative
outlook for the first answer sequence.

As described herein, aspects of the present disclosure are
directed toward selecting a second of evaluation rule to evalu-
ate the first answer sequence. In certain embodiments, the
second evaluation rule may be selected in response to deter-
mining that the caution value for the first answer sequence
does not achieve a second caution threshold. As described
herein, the second caution threshold may be a predetermined
caution value that, when exceeded, prompts the selection of
the second evaluation rule. In certain embodiments, the sec-
ond confidence threshold may be equal to the first confidence
threshold. Determining that the caution value does not
achieve the second caution threshold may include comparing
the caution value to the second caution threshold. As an
example, in a situation where the second caution threshold is
71, a caution value of 44 may {fail to achieve the second
caution threshold.

In response to determining that the caution value does not
achieve the second caution threshold, the method 1800 may
include selecting a second evaluation rule. In certain embodi-
ments, the second evaluation rule may include calculating an
aggregate score for the first answer sequence based on the first
set of scores. Generally, the aggregate score may be a cumu-
lative or composite score generated using the first set of
scores. For instance, the aggregate score may be calculated
using a statistical algorithm such as contra-harmonic mean
algorithms, quadratic mean algorithms, arithmetic mean
algorithms, geometric mean algorithms, and the like. As a
basic example, for a first answer sequence with a set of scores
including 38, 27, 95, and 74, the method 1800 may include
using a contra-harmonic mean algorithm to generate an
aggregate score of 71.3 for the first answer sequence. In
embodiments, the method 1800 may include calculating an
arithmetic mean of 58.5. Other algorithms and other methods
of calculating the aggregate score are also possible. Accord-
ingly, as described herein, aspects of the present disclosure
are directed toward calculating the aggregate score and
assigning it to the first answer sequence as the sequence
evaluation score (e.g., at block 1810 of method 1800). Such a
configuration may be associated with benefits such as provid-
ing an inclusive, overall summary of the reliability of the first
answer sequence.

In certain embodiments, aspects of the present disclosure
are directed toward selecting a third evaluation rule to evalu-
ate the first answer sequence. Aspects of the third evaluation
rule are directed toward providing a comprehensive, refined
evaluation of the first answer sequence. Accordingly, in cer-
tain embodiments, aspects of the present disclosure are
directed toward identifying a set of answer categories corre-
sponding to the set of answers ofthe first answer sequence. As
described herein, the set of answer categories may be divi-
sions or classes of concepts or ideas that include one or more
answers of a set of answers. In certain embodiments, the set of
answer categories may relate to a subject matter of an answer
sequence. For example, for a subject matter of “oncology,”
the method 1800 may include identifying answer categories
of “endocrine,” “chemotherapy,” “radiation,” and “surgery.”
As described herein, the answer categories may be identified
using a natural language processing technique, and substan-
tially correspond to block 1006 of FIG. 11.

In certain embodiments, in response to identifying the set
of categories corresponding to the set of answers of the first
answer sequence, the method 1800 may include collecting
context data for the set of categories. The context data may
indicate a relative importance of a first answer category of the
set of answer categories to the first answer sequence as a
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whole. The context data may also indicate the relative impor-
tance of the first answer category in relation to the other
answer categories of the set of answer categories. Generally,
the context data may include a corpus of textual, video, audio,
or other data that provides information relating to the back-
ground and additional explanation, elaboration, or details
regarding a particular answer category. As an example, once
again referring to the example above regarding growing bon-
sai trees with answer categories of “Potting,” “Choosing a
Location,” “Watering,” and “Feeding,” the method 1800 may
include identifying context information such as bonsai grow-
ing guides, journal articles in botanical magazines, and user
created video content pertaining to bonsai trees. Other types
of context data are also possible.

In certain embodiments, the method 1800 may include
evaluating the collected context data. For instance, in certain
embodiments, the context data may be evaluated by using a
natural language processing technique configured to parse
semantic and syntactic content of the context data. Evaluating
the context data may include assessing the content of the
context data, and ascertaining the usefulness of the context
data with respect to the first answer sequence. More particu-
larly, evaluating the context data can include determining that
the context data achieves a satisfaction criterion. The satis-
faction criterion may, in certain embodiments, be a standard
or benchmark to gauge the relative quality or relevance of the
collected context data. For instance, satisfaction criterion, in
certain embodiments, may include a stipulation that the con-
text data include mention of a relation to either the subject
matter of the answer sequence, another answer category of
the answer sequence, or both in order to achieve the satisfac-
tion criterion. Accordingly, a journal article (e.g., context
data) that includes a sentence such as “It is agreed upon by
most experts that careful watering techniques are the single
most important factor in raising a healthy bonsai” may be
determined to achieve the satisfaction criterion (e.g., mention
of “raising a healthy bonsai” is substantially similar to the
subject matter of the answer sequence.) Additionally, a jour-
nal article that includes a sentence such as “While important,
potting and repotting a bonsai is not as crucial to the health of
abonsai as is choosing a suitable location for it,” may also be
determined to achieve the satisfaction criterion (e.g., a rela-
tion between the answer categories of “potting” and “choos-
ing a location” was mentioned.) Other possible satisfaction
criteria are also possible.

Accordingly, aspects of the present disclosure, in certain
embodiments, are directed toward selecting a third evaluation
rule in response to determining that the context data achieves
the satisfaction criterion. As described herein, aspects of the
third evaluation rule may be directed toward providing a
comprehensive evaluation of the first answer sequence by
making use of the context data for each answer category. In
certain embodiments, the third evaluation rule may include
assigning, based on the context data, a weighting value to
each answer category of the set of answer categories. For
instance, for an answer sequence having two answer catego-
ries, the third rule may include assigning a first weighting
value to a first answer category and a second weighting value
to the second answer category. Generally, the weighting value
may be a factor that provides a quantitative representation of
the magnitude, impact, or significance of a particular cat-
egory in relation to the other answer categories of the answer
sequence or the answer sequence as a whole. The weighting
value may be assigned to each category of the answer catego-
ries using information that was present in the context data.
The weighting value may, in certain embodiments, be an
integer between 0 and 10. For example, referring once again
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to the example above related to growing a bonsai tree, the
answer category of “Potting” may be assigned a weighting
value of 4, and the answer category of “Choosing a Location”
may be assigned a weighting value of 7 (e.g., the context data
indicated that the answer category of “Choosing a Location”
was more significant than was the answer category of “Pot-
ting.”)

Accordingly, in response to assigning weighting values to
each answer category of an answer sequence, the method
1800 may include calculating an aggregate score for the
answer sequence using the individual weighting values for
each respective answer category. As described herein, calcu-
lating the aggregate score for the answer sequence may use a
statistical algorithm or other technique, such as a contra-
harmonic mean technique, a geometric-arithmetic mean tech-
nique, or the like.

Consistent with various embodiments, at block 1810 the
method 1800 can include generating, based on the set of
scores and the set of evaluation rules, a sequence evaluation
score for the first answer sequence. As described herein, the
sequence evaluation score may represent an overall assess-
ment of the reliability or confidence of the first answer
sequence, and may be calculated and assigned to the first
answer sequence using one or more of a set of evaluation
rules. Although reference is made herein to selecting a par-
ticular evaluation rule, embodiments combining multiple
evaluation rules, including those not disclosed explicitly
herein, are also possible.

FIG. 19 is a high level flow-diagram of a method 1900 for
scoring answer sequences, according to embodiments.
Aspects of FIG. 19 are directed toward determining (e.g.,
selecting) an evaluation rule, and using it to calculate and
assign a sequence evaluation score to a first answer sequence.
As shown in FIG. 19, the method 1900 may, at block 1902,
receive answer sequences. Receiving the answer sequences at
block 1902 may substantially correspond with receiving
block 1804 of the method 1800. At block 1904 the method
1900 may include identifying a set of scores (e.g., confidence
values) for an answer sequence. Identifying the set of scores
at block 1904 may substantially correspond with block 1806
of the method 1800.

At block 1906, aspects of the present disclosure are
directed toward determining an evaluation rule. As described
herein, determining the evaluation rule for a particular answer
sequence may depend on the characteristics of the subject
matter and the information available regarding the answer
sequence and the answer categories it includes. In certain
embodiments, when a substantial amount of information
regarding the answer sequence and the answer categories are
available, the third evaluation rule may be chosen. In embodi-
ments where less information regarding the answer sequence
and the answer categories are available, the first or second
evaluation rules may be chosen. Combinations of the evalu-
ation rules, as well as other evaluations rules, are also pos-
sible.

At block 1908, aspects of the present disclosure are
directed toward computing a caution value based on the sub-
jectmatter for the answer sequence. The caution value may be
a quantitative indication of the seriousness, potential for risk,
or severity associated with a particular subject matter. At the
caution threshold decision block 1910, the caution value may
be compared to a caution threshold. If the caution value is
greater than the caution threshold, the first evaluation rule
may be selected at block 1912. If the caution value is less than
the caution threshold, the second evaluation rule may be
selected at block 1916.
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As described herein, in response to selecting the first evalu-
ation rule at block 1912, at block 1914 aspects of the present
disclosure are directed toward applying the first evaluation
rule and identifying a first score of the set of scores associated
with the set of answers of the answer sequence. In certain
embodiments, the first score may be below a first score thresh-
old. Inembodiments, the first score may be the lowest score of
the set of scores. Accordingly, in response to selecting the first
score, at block 1932 the first score may be assigned to the
answer sequence.

As described herein, if the caution value does not achieve
the caution value threshold, aspects of the present disclosure
are directed toward selecting the second evaluation rule at
block 1916. At block 1918, the second evaluation rule may be
applied, and an aggregate score may be calculated for the
answer sequence. The aggregate score may be a cumulative or
composite score generated using the first set of scores. For
instance, the aggregate score may be calculated using an
arithmetic-geometric mean technique, arithmetic mean-tech-
nique, contra-harmonic mean technique, or other statistical
algorithm using the first set of scores. Accordingly, in
response to calculating the aggregate score, at block 1932 the
aggregate score may be assigned to the answer sequence.

At block 1920, aspects of the present disclosure are
directed toward identifying and filtering a set of answer cat-
egories for the answer sequence. The answer categories may
be divisions or classes of concepts or ideas that include one or
more answers of the first set of answers. The answer catego-
ries may relate to the subject matter of the answer sequence.
In certain embodiments, the answer categories may be filtered
from the answer sequence. For instance, at block 1920 the
score of each answer of the set of answer categories may be
compared to a score threshold, and answer categories that do
not include an answer that achieves the score threshold may
be removed from the answer sequence. Accordingly, such a
configuration may be associated with benefits such as provid-
ing reliable and confident answer sequences (e.g., a poor
answer or answer category may drag down an otherwise good
answer sequence.)

At block 1922, aspects of the present disclosure are
directed toward collecting and evaluating context data for the
set of answer categories. The context data may be textual,
audio, video, or other content that indicates a relative impor-
tance of the first answer category in relation to the other
answer categories of the set of answer categories or the
answer sequence as a whole. The context data may be col-
lected from a corpus of data such as a digital encyclopedia,
journal articles, research results, studies, and the like. The
context data may be evaluated using a natural language pro-
cessing technique configured to parse semantic and syntactic
content of the context data. At block 1924, aspects of the
present disclosure are directed toward determining whether
the context data achieves a satisfaction criterion. The satis-
faction criterion may be a standard or benchmark to gauge the
relative quality or relevance of the collected context data.

As described herein, in response to determining that the
context data achieves the satisfaction criterion, the third
evaluation rule may be selected at block 1926. Aspects of the
third evaluation rule may be directed toward assigning
weighting values to each answer category of the answer
sequence, and calculating an aggregate score for the answer
sequence using the weighting values. Accordingly, at block
1928, the third evaluation rule may be applied and weighting
values may be assigned to each answer category based on the
context data collected at block 1922.

At block 1930, aspects of the present disclosure are
directed toward adjusting the weighting value assigned to
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each answer category of the answer sequence. In certain
embodiments, adjusting the weighting value assigned to each
category may include receiving a first set of answer prefer-
ence data from a user. The answer preference data may indi-
cate an inclination or a disinclination (e.g., of a user) for a
particular answer or answer category of the answer sequence.
Accordingly, based on the first set of answer preference data,
at block 1930 the weighting values assigned to the answer
categories may be adjusted. For instance, consider an
example related to cancer treatment, in which an individual
has a strong objection to chemotherapy. Accordingly, the
weighting value assigned to the answer category of chemo-
therapy may be decreased. Similarly, for an example related
to investment options, an individual may have a strong pre-
dilection for long-term savings. Accordingly, the weighting
value assigned to an answer category of “savings bonds” may
be increased. Other methods of adjusting the weighting val-
ues are also possible.

At block 1932, aspects of the present disclosure are
directed toward assigning a sequence evaluation score to an
answer sequence. As described herein, the sequence evalua-
tion score may be the first score identified at block 1914 based
on the first evaluation rule, the aggregate score calculated at
block 1918 based on the second evaluation rule, calculated at
block 1932 using the weighting values assigned based on the
third evaluation rule, or generated using another method. As
described herein, the sequence evaluation score may repre-
sent an overall assessment of the reliability or confidence of
the first answer sequence.

In certain embodiments, at block 1932, aspects of the
present disclosure are directed toward modifying the
sequence evaluation score of a first answer sequence based on
acomparison with a second answer sequence. Put differently,
the reliability of an answer sequence may be judged relative
to the contents of other answer sequences (e.g., an answer
sequence that fails to include an important answer category
may be penalized.) Accordingly, in certain embodiments,
aspects of the present disclosure are directed toward compar-
ing an answer sequence (e.g., a first answer sequence) with
another answer sequence (e.g., a second answer sequence),
and identifying a first answer category that belongs to the first
answer sequence but is absent from the second answer
sequence. In response to identifying the first answer category,
it may be determined that a first score coupled with a first
answer of the first category achieves a first influence thresh-
old. Generally, the first influence threshold may be a quanti-
tative indication of the degree to which the first answer cat-
egory impacts the sequence evaluation score. In response to
determining that the first score achieves the first influence
threshold, the sequence evaluation score of the second answer
sequence may be modified. Modifying the sequence evalua-
tion score of the second answer sequence may include
increasing, decreasing, or otherwise adjusting the sequence
evaluation score of the second answer sequence.

For instance, consider once more the example above per-
taining to raising a bonsai tree. As described herein, a first
answer sequence may include answer categories of “Potting,”
“Choosing a Location,” “Watering,” and “Feeding.” A second
answer sequence may include answer categories of “Potting,”
“Choosing a Location,” and “Feeding.” Accordingly, aspects
of the present disclosure are directed toward comparing the
first answer sequence with the second answer sequence, and
determining that the answer category of “Watering” is
included in the first answer sequence but not the second
answer sequence. Further, the identified answer category may
be evaluated to determine whether a first score coupled with
a first answer achieves a first influence threshold. In certain
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embodiments, the first influence threshold may be 85.
Accordingly, an answer of “Water when the top centimeter of
soil is dry” with a first score of 89 may be determined to
achieve the influence threshold. As the second answer
sequence does not include the answer category of “Watering,”
which includes a substantially significant answer, the
sequence evaluation score of the second answer sequence
may be decreased. In certain embodiments, the magnitude of
the decrease may be proportional to the first score of the first
answer (e.g., the greater the significance of the missing
answer, the greater the second answer sequence is penalized.)
In certain embodiments, aspects of the present disclosure are
directed toward using a placeholder null value (e.g., 0) in
place of the missing answer category during calculation of the
sequence evaluation score. Other methods of modifying the
sequence evaluation score of the second answer sequence are
also possible.

The present invention may be a system, a method, and/or a
computer program product. The computer program product
may include a computer readable storage medium (or media)
having computer readable program instructions thereon for
causing a processor to carry out aspects of the present inven-
tion.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but is not limited to, an elec-
tronic storage device, a magnetic storage device, an optical
storage device, an electromagnetic storage device, a semicon-
ductor storage device, or any suitable combination of the
foregoing. A non-exhaustive list of more specific examples of
the computer readable storage medium includes the follow-
ing: a portable computer diskette, a hard disk, a random
access memory (RAM), aread-only memory (ROM), an eras-
able programmable read-only memory (EPROM or Flash
memory), a static random access memory (SRAM), a por-
table compact disc read-only memory (CD-ROM), a digital
versatile disk (DVD), a memory stick, a floppy disk, a
mechanically encoded device such as punch-cards or raised
structures in a groove having instructions recorded thereon,
and any suitable combination of the foregoing. A computer
readable storage medium, as used herein, is not to be con-
strued as being transitory signals per se, such as radio waves
or other freely propagating electromagnetic waves, electro-
magnetic waves propagating through a waveguide or other
transmission media (e.g., light pulses passing through a fiber-
optic cable), or electrical signals transmitted through a wire.

Computer readable program instructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface in each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
instructions for storage in a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present invention may be assembler instruc-
tions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or either
source code or object code written in any combination of one
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or more programming languages, including an object ori-
ented programming language such as Smalltalk, C++ or the
like, and conventional procedural programming languages,
such as the “C” programming language or similar program-
ming languages. The computer readable program instructions
may execute entirely on the user’s computer, partly on the
user’s computer, as a stand-alone software package, partly on
the user’s computer and partly on a remote computer or
entirely on the remote computer or server. In the latter sce-
nario, the remote computer may be connected to the user’s
computer through any type of network, including a local area
network (LAN) or a wide area network (WAN), or the con-
nection may be made to an external computer (for example,
through the Internet using an Internet Service Provider). In
some embodiments, electronic circuitry including, for
example, programmable logic circuitry, field-programmable
gate arrays (FPGA), or programmable logic arrays (PLA)
may execute the computer readable program instructions by
utilizing state information of the computer readable program
instructions to personalize the electronic circuitry, in order to
perform aspects of the present invention.

Aspects of the present invention are described herein with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations and/
or block diagrams, and combinations of blocks in the flow-
chart illustrations and/or block diagrams, can be imple-
mented by computer readable program instructions.

These computer readable program instructions may be pro-
vided to a processor of a general purpose computer, special
purpose computer, or other programmable data processing
apparatus to produce a machine, such that the instructions,
which execute via the processor of the computer or other
programmable data processing apparatus, create means for
implementing the functions/acts specified in the flowchart
and/or block diagram block or blocks. These computer read-
able program instructions may also be stored in a computer
readable storage medium that can direct a computer, a pro-
grammable data processing apparatus, and/or other devices to
function in a particular manner, such that the computer read-
able storage medium having instructions stored therein com-
prises an article of manufacture including instructions which
implement aspects of the function/act specified in the flow-
chart and/or block diagram block or blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data processing
apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer implemented
process, such that the instructions which execute on the com-
puter, other programmable apparatus, or other device imple-
ment the functions/acts specified in the flowchart and/or
block diagram block or blocks.

The flowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or por-
tion of instructions, which comprises one or more executable
instructions for implementing the specified logical
function(s). In some alternative implementations, the func-
tions noted in the block may occur out of the order noted in the
figures. For example, two blocks shown in succession may, in
fact, be executed substantially concurrently, or the blocks
may sometimes be executed in the reverse order, depending
upon the
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functionality involved. It will also be noted that each block of
the block diagrams and/or flowchart illustration, and combi-
nations of blocks in the block diagrams and/or flowchart
illustration, can be implemented by special purpose hard-
ware-based systems that perform the specified functions or
acts or carry out combinations of special purpose hardware
and computer instructions.

The descriptions ofthe various embodiments of the present
disclosure have been presented for purposes of illustration,
but are not intended to be exhaustive or limited to the embodi-
ments disclosed. Many modifications and variations will be
apparent to those of ordinary skill in the art without departing
from the scope and spirit of the described embodiments. The
terminology used herein was chosen to explain the principles
of the embodiments, the practical application or technical
improvement over technologies found in the marketplace, or
to enable others of ordinary skill in the art to understand the
embodiments disclosed herein.

What is claimed is:
1. A method for generating a first answer relationship in a
first answer sequence of a plurality of answer sequences, the
method comprising:
receiving, from a user, a request for instructions to achieve
a result;

identifying, in response to the received request, the plural-
ity of answer sequences, wherein each answer sequence
of the plurality of answer sequences is a single, orga-
nized, complete answer that includes a plurality of
answers to be used in combination to achieve the result;

identifying the first answer sequence of the plurality of
answer sequences, the first answer sequence including a
first answer and a second answer;,

analyzing, using the first answer and the second answer, a

corpus to identify a set of influence factors correspond-
ing to both the first answer and the second answer,
wherein each influence factor of the set of influence
factors is a measure of compatibility between the first
answer and the second answer when used in combina-
tion with each other; and

generating, based on the set of influence factors, the first

answer relationship between the first answer and the
second answer.

2. The method of claim 1, wherein the first answer
sequence further includes a third answer, the method further
comprising:

analyzing, using the third answer, the corpus to identify a

second set of influence factors corresponding to both the
first answer and the third answer, wherein each influence
factor of the second set of influence factors is a measure
of compatibility between the first answer and the third
answer when used in combination with each other, and
further to identify a third set of influence factors corre-
sponding to both the second answer and the third answer,
wherein each influence factor of the third set of influence
factors is a measure of compatibility between the second
answer and the third answer when used in combination
with each other;

generating, based on the second set of influence factors, a

second answer relationship between the first answer and
the third answer; and

generating, based on the third set of influence factors, a

third answer relationship between the first answer and
the third answer.
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3. The method of claim 2, further comprising:

evaluating, based on the first answer relationship, further
based on the second answer relationship, and further
based on the third answer relationship, the answer
sequence.

4. The method of claim 1, further comprising:

assigning a relationship score to the first answer relation-

ship, the relationship score calculated based on the set of
influence factors; and

evaluating, based on the relationship score, the first answer

relationship.

5. The method of claim 1, wherein the analyzing, using the
first answer and the second answer, the corpus to identify the
set of influence factors corresponding to both the first answer
and the second answer includes:

identifying a first characteristic relationship between the

first answer and a characteristic;
identifying a second characteristic relationship between
the second answer and the characteristic; and

identifying, based on comparing the first characteristic
relationship and the second characteristic relationship, a
first influence factor of the set of influence factors.

6. The method of claim 1, wherein the analyzing, using the
first answer and the second answer, the corpus to identify the
set of influence factors corresponding to both the first answer
and the second answer includes:

identifying a direct influence relationship between the first

answer and the second answer; and

identifying, based on the direct influence relationship, a

first influence factor of the set of influence factors.

7. The method of claim 1, wherein the analyzing, using the
first answer and the second answer, the corpus to identify the
set of influence factors corresponding to both the first answer
and the second answer includes:

parsing, by a natural language processing technique con-

figured to analyze syntactic and semantic content, the
corpus.

8. The method of claim 1, further comprising:

assigning a first relationship score to the first answer rela-

tionship, the first relationship score calculated based on
the set of influence factors;

assigning a first confidence score to the first answer

sequence, the first confidence score based in part on the
first relationship score; and

presenting, the first answer sequence to the user as a

response to the received request.

9. A method for generating a first answer relationship in a
first answer sequence of a plurality of answer sequences, the
method comprising:

receiving, from a user, a question;

identifying, in response to the received question, a plurality

of answer sequences, wherein each answer sequence of
the plurality of answer sequences is a procedure that
includes as parts of that procedure a plurality of answers
to be used together by the user to complete a task asso-
ciated with the question;

identifying, in response to the received question, the first

answer sequence of the plurality of answer sequences,
the first answer sequence including a first answer and a
second answer;

analyzing, using the first answer and the second answer, a

corpus to identify a set of influence factors correspond-
ing to both the first answer and the second answer,
wherein each influence factor of the set of influence
factors is an interaction that is likely to occur if the first
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answer and the second answer are used together as pro-
vided for in the first answer sequence to complete the
task; and

generating, based on the set of influence factors, the first

answer relationship between the first answer and the
second answer.

10. The method of claim 9, wherein the first answer
sequence further includes a third answer, the method further
comprising:

analyzing, using the third answer, the corpus to identify a

second set of influence factors corresponding to both the
first answer and the third answer, wherein each influence
factor of the second set of influence factors is an inter-
action that is likely to occur if the first answer and the
third answer are used together as provided for in the first
answer sequence to complete the task, and further to
identify a third set of influence factors corresponding to
both the second answer and the third answer, wherein
each influence factor of the third set of influence factors
is an interaction that is likely to occur if the second
answer and the third answer are used together as pro-
vided for in the first answer sequence to complete the
task;

generating, based on the second set of influence factors, a

second answer relationship between the first answer and
the third answer; and

generating, based on the third set of influence factors, a

third answer relationship between the first answer and
the third answer.

11. The method of claim 10, further comprising:

evaluating, based on the first answer relationship, further

based on the second answer relationship, and further
based on the third answer relationship, the answer
sequence.

12. The method of claim 9, further comprising:

assigning a relationship score to the first answer relation-

ship, the relationship score calculated based on the set of

influence factors; and

evaluating, based on the relationship score, the first answer

relationship.

13. The method of claim 9, wherein the analyzing, using
the first answer and the second answer, the corpus to identify
the set of influence factors corresponding to both the first
answer and the second answer includes:

identifying a first characteristic relationship between the

first answer and a characteristic;
identifying a second characteristic relationship between
the second answer and the characteristic; and

identifying, based on comparing the first characteristic
relationship and the second characteristic relationship, a
first influence factor of the set of influence factors.

14. The method of claim 9, wherein the analyzing, using
the first answer and the second answer, the corpus to identify
the set of influence factors corresponding to both the first
answer and the second answer includes:

identifying a direct influence relationship between the first

answer and the second answer; and

identifying, based on the direct influence relationship, a

first influence factor of the set of influence factors.

15. The method of claim 9, further comprising:

assigning a first relationship score to the first answer rela-

tionship, the first relationship score calculated based on
the set of influence factors;

assigning a first confidence score to the first answer

sequence, the first confidence score based in part on the
first relationship score; and
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presenting, the first answer sequence to the user as a

response to the question.

16. The method of claim 9, wherein the set of influence
factors include a one-direction influence factor and a two-
direction influence factor, wherein the one-direction influ-
ence factor is an evaluation of an effect that the first answer is
known to have on the second answer, and wherein the two-
direction influence factor is an evaluation of an effect that the
first answer and second answer are known to have on each
other.

17. A method comprising:

receiving, from a user, an input query;

parsing, by a natural language processing technique con-

figured to analyze syntactic and semantic content, the
input query;
generating, based on the parsed input query and using a
corpus, a plurality of answer sequences, wherein each
answer sequence of the plurality of answer sequences is
a plan that includes as parts of that plan a plurality of
answers to be used together by the user;
identifying the first answer sequence from among the plu-
rality of answer sequences, the first answer sequence
including a first answer and a second answer;

analyzing, using the first answer and the second answer, the
corpus to identify a set of influence factors correspond-
ing to both the first answer and the second answer,
wherein each influence factor of the set of influence
factors is a measure of compatibility of the first answer
and the second answer with each other; and

generating, based on the set of influence factors, the first
answer relationship between the first answer and the
second answer, wherein the first answer relationship is a
composite of the set of influence factors and an indicator
of how the first answer and the second answer are likely
to influence the first answer sequence as a whole if the
first answer sequence is used by the user;

assigning a relationship score to the first answer relation-

ship, the relationship score calculated based on the set of
influence factors;

determining that the relationship score is below a thresh-

old; and

presenting, as a response to the input query, one or more of

the plurality of answer sequences to the user, wherein the
first answer sequence is omitted from the presented
answer sequences based on the relationship score being
below the threshold.

18. The method of claim 17, wherein the set of influence
factors include a one-direction influence factor and a two-
direction influence factor, wherein the one-direction influ-
ence factor is an evaluation of an effect that the first answer is
known to have on the second answer, and wherein the two-
direction influence factor is an evaluation of an effect that the
first answer and second answer are known to have on each
other.

19. The method 17, wherein the set of influence factors
includes one influence factor that is inferred based on inter-
actions between the first answer and a shared concept and
between the second answer and the shared concept.

20. The method of claim 1, wherein the set of influence
factors include a one-direction influence factor and a two-
direction influence factor, wherein the one-direction influ-
ence factor is an evaluation of an effect that the first answer is
known to have on the second answer, and wherein the two-
direction influence factor is an evaluation of an effect that the
first answer and second answer are known to have on each
other.



